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A 100 years old discovery!

I Raggi Cosmici nel passato

1900/1925: Studi pionieristici (Hess)
•Radiazione altamente penetrante
•Provenienza terrestre?
•Radiazione J��ultra J�?
•Radioattivita’ naturale?

1925/1930: Primi studi sistematici
•Radiazione carica
•Effetti geomagnetici: Polo/Equatore

Effetto Est/Ovest

Victor Hess

W. Kolhorster

W. Bothe

                 Hess Data                                                Kolhöster Data                                                         
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High-energy photons or charged particles?

Particelle cariche o raggi gamma ? 
La disputa Millikan-Compton

✤ Radiazioni ionizzanti note in 
quegli anni:

• raggi α : nuclei di elio

• raggi β : elettroni  

• raggi γ : fotoni di alta 
energia

✤ i raggi γ erano quelli di cui si 
riscontrava il maggior potere 
penetrante

martedì 24 aprile 2012



High-energy photons or charged particles?

Bruno Rossi in his laboratory in Florence

Uber die Eigenschaften der durchdringenden Korpuskularstrahlung usw. 16"i 

Mit zunehmender Dicke der Streuschicht mmmt zun~chst die H~ufigkeit 
der Koinzidenzen zu, wegen der Zunahme der erzeugten Sekund~irteilchen. 
Bald aber macht sich die Wiederabsorption der Sekund~rtefichen in der 
Streuschicht bemerkbar; die Intensit~t der austretenden Sekund~rstrahlung 
(und damit die H~ufigkeit der dreifachen Koinzidenzen) s~eigt daher immer 
langsamer an, geht dutch ein Maximum und setzt sich endlich (bei geniigend 
dicken Bleischichten) ins Gleichgewicht mit der Prim~rs~rahlung. Die 
Stelle des Maximums wird im wesentlichen dutch die Hs der Sekund~r- 
strahlung bestimmt. Nun erreichen unsere Kurven das Maximum zwischen 
10 und 20 g/era2; wir schlie~en daraus, dal~ das mittlere Durchdringungs- 
vermSgen der in Blei erzeugten Sekund~rstrahlen "con der GrSl3enordnung 
10 g/era 2 ist. 
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Fig.  8. 

Was die Absolutzahl der drei~achen Koinzidenzen betrifft, so betr~gt 
ihr Maximalwert bei den Messungen mit der Bleischicht in 14,6 cm Ent- 
fernung etwa 4%, bei den Messungen mit der Bleischicht in 1,2 cm Ent- 
fernung etwa 8% der Anzahl der zweifachen Koinzidenzen zwischen C 1 
und C 2 (oder C 1 und C3). Sieht man yon der Absolutzahl der Koinzidenzen 
ab (deren Abh~ngigkeit yon der Lage der Streuschicbt A l~l~t sich leich~ 
durch geometrische Uberlegungen deuten), so zeigen die Kurven I und II  
keinen wesentlich verschiedenen Verlauf, obwohl nach der Auffassung von 
H e i s e n b e r g  die scheinbare H~rte der Sekund~rstrahlung vom Winkel 
zwischen den beiden Bahnzweigen (und somit vom Abstand des Verzweigungs- 
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O~ber die Eigenschaften der durchdringenden 
Korpuskularstrahlung im Meeresniveau. 

Von Bruno Rossi in Florenz, .~reetri. 

Mit 16 Abbildungen. (Eingegangen am 24. Februar 1933.) 

Die Absorbierbarkeit der durchdringenden Korpuskularstrahlung wurde bis zu 
einer Absorberdicke von 101 em Blei untersueht ; die Versuehsresultate werden 
im Zusammenhang mit der Frage nach dem Wesen der Ult.rastrahlung und naeh 
ihrer Energie diskutiert. - -  Das Entstehen einer Sekund~rstrahlung in der von 
den Ultrakorpuskularstrahlen durchsetzten Materie wurde naehgewiesen. Die 
wiehtigsten Eigent0anliehkeiten dieser Erseheinung und der Einflul3 der Se- 

kund~rstrahlung auf die Ultrastrahlungsph~nomene wurden untersueht. 

I. Zweek und allgemeine Methode der Untersuchung. 
1. I~ach den Versuchen yon B o t h e  und K o l h S r s t e r  1) und vom Ver- 

fasser 2) well3 man, dal~ im Meeresniveau die Ultrastrahlungserscheinungen 
yon einer durchdringenden Korpuskularstrahlung hervorgerufen werden. 
Um die Eigenschaften dieser Korpuskularstrahlung eingehend zu unter- 
suchen, babe ich Ende vorigen Jahres eine Versuchsreihe unternommen, 
die insbesondere eine genauere Messung ihres mittleren Durchdringungs- 
vermSgens 'und Aufkl~rung tlber dio in der Materie hervorgerufenen Se- 
kund~rerscheinungen bezweckte. 

Einige der gewonnenen Resultate sind schon kurz in deutschen Zeit- 
schriften verSffentlicht worden~). Vollst~ndigere Berichte tiber die Einzel- 
versuehe sind in itMienischen Zeitschriften erschienen~). Die vorliegende 
Arbeit ist einer zusammenfassenden Darstellung und Diskussion aller Er- 
gebnisse gewidmet. 

2. S~mtliche Versuehe wurden mit der Koinzidenzmethode durch- 
gefi~hrt, die sieh bereits bei den friiheren Versuchen yon B o t h e  und Kol -  
h 5 r s t e r  und vom Yerfasser f~r die Untersuehung der durchdringenden 
Korpusknlarstr~hlung bew~hrt hatte. 

Wie bekannt werden bei dieser Methode die gleichzeitigen Aussehl~ge 
yon zwei oder mehreren Geiger-Mi] l lerschen Z~hlrohren beobachtet, die 
entweder den Durchgang einer und derselben Korpuskel dutch alle be- 
nutzten Z~hlrohre, oder auch den gleichzeitigen Durchgang einer Korpuskel 

1) W. Bothe  u. W. Ko lh5r s t e r ,  ZS. f. Phys. 56, 751, ]929. 
3) B. Rossi.  ebenda 68, 64, 1931. 
3) ]3. Rossi,  Naturwissenseh. 20, 65, 1932; Phys. ZS. 33, 304, 1932. 
4) B. Rossi,  Rend. Lineei 15, 734, 1932; B. Rossi  u. B, CrinS, ebenda 15, 

741, 1932; B. Rossi,  Rieerca Seientif. 3, I, Nr. 7--8, 1932; 3, II, Nr. 7--8, 1932. 

The CR telescope used 
by Bruno Rossi during 
the expedition in Eritrea



A unique particle physics laboratory

Carl D. Anderson

6m
m

 absorption layer

@ London’s Westminster Abbey,  
adjacent to Newton’s grave.

The first anti-matter evidence was 
found in the cosmic radiation in 1933.

63 MeV

23 MeV

B=15 kG



Today



Cosmic-ray flux

• Almost a perfect power-law 
over 12 energy decades.
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• Almost a perfect power-law 
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• Observed at energy higher than 
terrestrial laboratories!

LHC

Ivo Karlović



Cosmic-ray flux

• Almost a perfect power-law 
over 12 energy decades.


• Observed at energy higher than 
terrestrial laboratories!


• Direct measurements versus 
air-cascade reconstructions.

1/cm2/s

1/km2/century
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Cosmic-ray flux

• Almost a perfect power-law 
over 12 energy decades.


• Observed at energy higher than 
terrestrial laboratories!


• Direct measurements versus 
air-cascade reconstructions.


• Anti-matter component.


• Transition from galactic to 
extra-galactic?


• Energy density in equipartition 
with starlight, turbulent gas 
motions and magnetic fields.   



The SN paradigm

LSN ⇠ RSNEkin ⇠ 3⇥ 1041 erg/s

hadronic:

or leptonic:

Fritz Zwicky

TeV emission

X-ray contours

Aharonian et al., Nature, 2007



The pion-bump as hadronic signature

low-energy break in IC 443 and 21s for that in
W44, when assuming a nested model with two
additional degrees of freedom.

To determine whether the spectral shape could
indeed be modeled with accelerated protons, we
fit the LAT spectral points with a p0-decay spec-
tral model, which was numerically calculated from
a parameterized energy distribution of relativistic
protons. Following previous studies (15, 16), the
parent proton spectrum as a function of momen-

tum p was parameterized by a smoothly broken
power law in the form of

dNp

dp
º p−s1 1þ p

pbr

! "s2 − s1
b

2

4

3

5
−b

ð1Þ

Best-fit parameters were searched using c2-
fitting to the flux points. Themeasured gamma-ray
spectra, in particular the low-energy parts, matched

the p0-decay model (Fig. 2). Parameters for the
underlying proton spectrum are s1 = 2.36 T
0.02, s2 = 3.1 T 0.1, and pbr = 239 T74GeV c−1 for
IC 443, and s1 = 2.36 T 0.05, s2 = 3.5 T 0.3, and
pbr = 22 GeV c−1 for W44 (statistical errors
only). In Fig. 3 we show the energy distribu-
tions of the high-energy protons derived from
the gamma-ray fits. The break pbr is at higher
energies and is unrelated to the low-energy pion-
decay bump seen in the gamma-ray spectrum.
If the interaction between a cosmic-ray precursor
(i.e., cosmic rays distributed in the shock upstream
on scales smaller than ~0.1R, where R is the SNR
radius) and adjacent molecular clouds were re-
sponsible for the bulk of the observed GeV gamma
rays, one would expect a much harder energy
spectrum at low energies (i.e., a smaller value for
the index s1), contrary to the Fermi observations.
Presumably, cosmic rays in the shock downstream
produce the observed gamma rays; the first index
s1 represents the shock acceleration index with
possible effects due to energy-dependent prop-
agation, and pbr may indicate the momentum
above which protons cannot be effectively con-
fined within the SNR shell. Note that pbr results in
the high-energy break in the gamma-ray spectra
at ~20 GeV and ~2 GeV for IC 443 and W44,
respectively.

The p0-decay gamma rays are likely emitted
through interactions between “crushed cloud” gas
and relativistic protons, both of which are highly
compressed by radiative shocks driven into mo-
lecular clouds that are overtaken by the blast
wave of the SNR (25). Filamentary structures of
synchrotron radiation seen in a high-resolution
radio continuum map of W44 (26) support this
picture. High-energy particles in the “crushed
cloud” can be explained by reacceleration of the
preexisting galactic cosmic rays (25) and/or fresh-
ly accelerated particles that have entered the
dense region (20). The mass of the shocked gas

Fig. 1. Gamma-ray count maps of the 20° × 20° fields around IC 443 (left) and W44 (right) in
the energy range 60 MeV to 2 GeV. Nearby gamma-ray sources are marked as crosses and squares.
Diamonds denote previously undetected sources. For sources indicated by crosses and diamonds,
the fluxes were left as free parameters in the analysis. Events were spatially binned in regions of
side length 0.1°, the color scale units represent the square root of count density, and the colors
have been clipped at 20 counts per pixel to make the galactic diffuse emission less prominent.
Given the spectra of the sources and the effective area of the LAT instrument, the bulk of the
photons seen in this plot have energies between 300 and 500 MeV. IC 443 is located in the
galactic anti-center region, where the background gamma-ray emission produced by the pool of
galactic cosmic rays interacting with interstellar gas is rather weak relative to the region around
W44. The two dominant sources in the IC 443 field are the Geminga pulsar (2FGL J0633.9+1746)
and the Crab (2FGL J0534.5+2201). For the W44 count map, W44 is the dominant source
(subdominant, however, to the galactic diffuse emission).
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Fig. 2. (A and B) Gamma-ray spectra of IC 443 (A) and W44 (B) as measured
with the Fermi LAT. Color-shaded areas bound by dashed lines denote the best-
fit broadband smooth broken power law (60 MeV to 2 GeV); gray-shaded bands
show systematic errors below 2 GeV due mainly to imperfect modeling of the
galactic diffuse emission. At the high-energy end, TeV spectral data points for IC
443 from MAGIC (29) and VERITAS (30) are shown. Solid lines denote the best-

fit pion-decay gamma-ray spectra, dashed lines denote the best-fit bremsstrah-
lung spectra, and dash-dotted lines denote the best-fit bremsstrahlung spectra
when including an ad hoc low-energy break at 300 MeV c−1 in the electron
spectrum. These fits were done to the Fermi LAT data alone (not taking the TeV
data points into account). Magenta stars denote measurements from the AGILE
satellite for these two SNRs, taken from (31) and (19), respectively.
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The pion-bump as hadronic signature

low-energy break in IC 443 and 21s for that in
W44, when assuming a nested model with two
additional degrees of freedom.

To determine whether the spectral shape could
indeed be modeled with accelerated protons, we
fit the LAT spectral points with a p0-decay spec-
tral model, which was numerically calculated from
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Best-fit parameters were searched using c2-
fitting to the flux points. Themeasured gamma-ray
spectra, in particular the low-energy parts, matched

the p0-decay model (Fig. 2). Parameters for the
underlying proton spectrum are s1 = 2.36 T
0.02, s2 = 3.1 T 0.1, and pbr = 239 T74GeV c−1 for
IC 443, and s1 = 2.36 T 0.05, s2 = 3.5 T 0.3, and
pbr = 22 GeV c−1 for W44 (statistical errors
only). In Fig. 3 we show the energy distribu-
tions of the high-energy protons derived from
the gamma-ray fits. The break pbr is at higher
energies and is unrelated to the low-energy pion-
decay bump seen in the gamma-ray spectrum.
If the interaction between a cosmic-ray precursor
(i.e., cosmic rays distributed in the shock upstream
on scales smaller than ~0.1R, where R is the SNR
radius) and adjacent molecular clouds were re-
sponsible for the bulk of the observed GeV gamma
rays, one would expect a much harder energy
spectrum at low energies (i.e., a smaller value for
the index s1), contrary to the Fermi observations.
Presumably, cosmic rays in the shock downstream
produce the observed gamma rays; the first index
s1 represents the shock acceleration index with
possible effects due to energy-dependent prop-
agation, and pbr may indicate the momentum
above which protons cannot be effectively con-
fined within the SNR shell. Note that pbr results in
the high-energy break in the gamma-ray spectra
at ~20 GeV and ~2 GeV for IC 443 and W44,
respectively.

The p0-decay gamma rays are likely emitted
through interactions between “crushed cloud” gas
and relativistic protons, both of which are highly
compressed by radiative shocks driven into mo-
lecular clouds that are overtaken by the blast
wave of the SNR (25). Filamentary structures of
synchrotron radiation seen in a high-resolution
radio continuum map of W44 (26) support this
picture. High-energy particles in the “crushed
cloud” can be explained by reacceleration of the
preexisting galactic cosmic rays (25) and/or fresh-
ly accelerated particles that have entered the
dense region (20). The mass of the shocked gas

Fig. 1. Gamma-ray count maps of the 20° × 20° fields around IC 443 (left) and W44 (right) in
the energy range 60 MeV to 2 GeV. Nearby gamma-ray sources are marked as crosses and squares.
Diamonds denote previously undetected sources. For sources indicated by crosses and diamonds,
the fluxes were left as free parameters in the analysis. Events were spatially binned in regions of
side length 0.1°, the color scale units represent the square root of count density, and the colors
have been clipped at 20 counts per pixel to make the galactic diffuse emission less prominent.
Given the spectra of the sources and the effective area of the LAT instrument, the bulk of the
photons seen in this plot have energies between 300 and 500 MeV. IC 443 is located in the
galactic anti-center region, where the background gamma-ray emission produced by the pool of
galactic cosmic rays interacting with interstellar gas is rather weak relative to the region around
W44. The two dominant sources in the IC 443 field are the Geminga pulsar (2FGL J0633.9+1746)
and the Crab (2FGL J0534.5+2201). For the W44 count map, W44 is the dominant source
(subdominant, however, to the galactic diffuse emission).
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Fig. 2. (A and B) Gamma-ray spectra of IC 443 (A) and W44 (B) as measured
with the Fermi LAT. Color-shaded areas bound by dashed lines denote the best-
fit broadband smooth broken power law (60 MeV to 2 GeV); gray-shaded bands
show systematic errors below 2 GeV due mainly to imperfect modeling of the
galactic diffuse emission. At the high-energy end, TeV spectral data points for IC
443 from MAGIC (29) and VERITAS (30) are shown. Solid lines denote the best-

fit pion-decay gamma-ray spectra, dashed lines denote the best-fit bremsstrah-
lung spectra, and dash-dotted lines denote the best-fit bremsstrahlung spectra
when including an ad hoc low-energy break at 300 MeV c−1 in the electron
spectrum. These fits were done to the Fermi LAT data alone (not taking the TeV
data points into account). Magenta stars denote measurements from the AGILE
satellite for these two SNRs, taken from (31) and (19), respectively.
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Do SNRs accelerate ENOUGH protons?  
Do they accelerate protons up to the knee?



Cosmic-ray composition
Solar System Cosmic Rays

>> Galaxy size!

PrimarySecondary

c⌧esc =
X(E)

n̄ISMµ
⇠ 103 kpc



Cosmic-ray clocks

ANRV326-NS57-10 ARI 14 September 2007 18:0

Because the secondary flux must come from the Galaxy at large (the local secon-
daries being negligible), a steep local primary source will cause B/C to decrease at
low energies. The known existence of the Local Bubble containing the Sun, and its
probable origin in a few supernovae in the last few million years, makes this plausible,
but hard to prove. However, it might be possible if CR composition at low energies
were found to have anomalies, indicating a younger age compared to high-energy
CR. Davis et al. (104) claim that if B/C is fitted in such a model, then sub-Fe/Fe
cannot be fitted by the same model. However, an acceptable fit to this and other data
is found in Reference 126 using a diffusion model for the large-scale component.

3.2. Unstable Secondary-to-Primary Ratios: Radioactive Clocks
The five unstable secondary nuclei that live long enough to be useful probes of
CR propagation are 14C, 10Be, 26Al, 36Cl, and 54Mn, with properties summarized in
References 101, 126, and 127. 10Be is the longest lived and best measured. The theory
is presented in Section 2.2. On the basis of these isotopes and updated cross sections
(128), the halo height zh = 4–6 kpc, consistent with earlier estimates of 3–7 kpc (98)
and 4–12 kpc (67). Figure 11 compares 10Be/9Be with models, where the ISOMAX
10Be measurements (129) up to 2 GeV (and hence longer decay lifetime) are consistent
with the fit to the other data, although the statistics are not very constraining.

The data are often interpreted in terms of the leaky-box model, but this is mislead-
ing (108, 127, 131). For the formulae and the detailed procedure for the leaky-box
model interpretation, see Reference 132. Luckily, the leaky-box-model surviving frac-
tion can be converted to physically meaningful quantities (131) for a given model.
For example, in a simple diffusive halo model, the surviving fraction determines the
diffusion coefficient, which can be combined with stable secondary-to-primary ratios
to derive the halo size. Typical results are Dxx = (3 − 5) × 1028 cm2 s−1 (at 3 GV) and
zh = 4 kpc. We can then compare the leaky-box model’s escape time of ≈107 yr with
the actual time for CRs to reach the halo boundary after leaving their sources, the
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IMP-7/8
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Diffusive halo model
Leaky box model
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Figure 11
Data on energy-dependence
of 10Be/9Be, including
ISOMAX, ACE, Ulysses,
Voyager, IMP, and ISEE-3
data. The solid black line is
a diffusive halo model with
4-kpc scale height using
GALPROP (98). The gray
lines are leaky-box models
(130). Figure adapted from
Reference 129 with
permission from the
American Astronomical
Society.
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high isotropy
expected!



The diffusion equation: 

Ginzburg & Syrovatsky, 1964
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ṗ� p

3
— · vc

⌘
Ni� ∂

∂p
p2Dpp

∂
∂p

Ni

p2 =

Qi(p,r,z)+Â
j>i

cbngas(r,z)si jN j� cbngassin(Ek)Ni

CR Diffusion in the MW

Source term:!
‣ assumed to trace the SNR in the Galaxy!
‣ assumed the same power-law everywhere
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Energy losses:!
‣ ionization, Coulomb, synchrotron!
‣ adiabatic convection
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Fitting local observables
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The best constraints on the halo scale height (L > 2 kpc) 
are obtained from the galactic diffuse synchrotron emission  
(G.Di Bernardo, CE, et al., JCAP, 2013)
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PAMELA proton data, over their entire energy range, to fit
the parameter ! (see Table II). In some cases we will use
other antiproton data sets (see Fig. 4) and to properly take
into account the effect of modulation we refit the modula-
tion potential against the proton flux as measured from the
same experiment in the same solar cycle period. The anti-
proton and proton data are taken from [12] for BESS and
from [92] for the AMS-01 experiment.

A. Secondary antiprotons

As we discussed in the introduction, secondary antipro-
tons are an unavoidable by-product of CR propagation and
are the major background for indirect DM searches. We use
DRAGON to determine the secondary antiproton spectrum
for each model in Table II. Our approach is the same
followed in [9] (to which we address the reader for details)
and it is similar to that discussed in several previous papers
[8,93]. Our analysis accounts for the scattering p! pISM,
p! 4HeISM,

4He! pISM and 4He! 4HeISM and for anni-
hilation and inelastic, nonannihilating, scattering of "p onto
the ISM gas. The contribution of heavier CR and ISM
nuclei is negligible. Based on the data from ISR STAR
and ALICE experiments [94–96] there is an energy depen-
dent uncertainty up to "9% on the multiplicity ratio of
produced antiprotons relative to the produced protons;
propagating such uncertainty would have an impact on
our final results within a few%. Notice however that this
is a minimum level of uncertainty one should include on
the antiproton production cross section. Reference [8] has
evaluated the nuclear physics uncertainties by computing
all the relevant cross sections using the Monte Carlo
program DTUNUC. Their results suggest 25% uncertainty
in the propagated flux from the nuclear physics, which is
below the 40% uncertainty in the antiproton prediction that
[97] has suggested by comparing the difference between
the results for p-p collisions, of the DTUNUC Monte Carlo
simulation with those from the cross-section parametriza-
tions of [98] and of [99].

We find that all models, which are built to reproduce the
B=C data, provide a good fit also of the antiproton
measured spectrum above a few GeV. At lower energies
the KOL model underproduces "p (see Fig. 5). This is a
well known feature of models with strong reacceleration
(see e.g., [9]). From the right panel of Fig. 5 we see that
the maximal scatter on the secondary proton spectrum
amounts to"30% in the 0:1–102 GeV energy range which
turns into significant uncertainties on the room possibly
left for a DM "p component.

B. Antiprotons from WIMP annihilations

For the same set of diffusion models we have just
introduced, in Fig. 5 we show the predictions obtained
with DRAGON for a first sample WIMP model, a pure
Wino with mass equal to 200 GeV, annihilating
in pairs into W-bosons with a cross section of h!vi ¼
2$ 10!24 cm3 s!1. For each propagation model results
are shown for the three spherical DM distributions intro-
duced in Table I. As evident from the plot, the antiproton
flux from WIMP DM annihilations is much more depen-
dent upon the propagation model than the secondary
component. Predictions are also clearly sensitive to how
the source function changes away from the local neigh-
borhood (the three halo profiles are normalized in the
same way at the local galactocentric distance), with the
local antiproton flux being in some of the models signifi-
cantly larger for DM density profiles which are enhanced
in the Galactic center region. Summing the two effects,
the spread in the predictions for this single DM candidate
is larger than a factor of 40, to be compared to the 30%
spread at low energy in the secondary component (also
compare the left-hand sides of Figs. 4 and 5). The range of
uncertainty found here is comparable to what has been
found in previous studies in the literature [8,22] and
brings in a number of questions that we are going to
address in detail in the next section discussing locality
or nonlocality issues.

FIG. 4 (color online). Left panel: Comparison of the local spectrum of secondary antiprotons for different propagation models
(modulated with a potential as given in Table II). Right panel: Fractional ratio between the different local spectrum and the KRA
model.
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anti-protons here!

A powerful probe of the tiny Dark Matter signal!
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Is it possible being not-local?

• we can measure the anisotropy: 

• we can observe diffuse emissions:

� / rncr
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Z

ncr · ngas dr
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Recipe for Diffuse Emission ModelingRecipe for Diffuse Emission Modeling

● A distribution of CR sources and injection spectra

● Propagation of CRs

● Should conform to local observations of CRs

● Distribution of targets in the Galaxy

● Interstellar gas Gas 
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Since CR sources are more abundant in 
the inner Galaxy, a dipole anisotropy is 
expected towards the Galactic center:You are here!

δx⃗ =
3D(E)

c

∇x⃗nCR(E, r⃗, t)

nCR
,

The anisotropy problem
Macro Collaboration, PRD, 2003; Super-Kamiokande Collaboration, PRD, 2007

JC
A

P
06(2007)003

Diffuse neutrino and gamma-ray emissions of the galaxy above the TeV

Figure 1. The SNR radial distribution f(r, z = 0) is shown in arbitrary units
versus the distance from the GC. The distribution is such that, in cylindrical
symmetry, 2π

∫
rf(r, z) dr dz represents the total SN rate in the whole galaxy.

The upper line (red, continuous) is that derived in [32], which we adopt here,
while the lower one (blue, dashed) is from [29]. They are both normalized to
unity at r = r⊙ = 8.5 kpc.

2.2. Regular and random magnetic fields

The Milky Way, as well as other spiral galaxies, is known to be permeated by large-
scale, so called regular, magnetic fields. The orientation and strength of these fields is
measured mainly by means of Faraday rotation measurements (RMs) of polarized radio
sources. From these observations it is known that the regular field in the disc of the galaxy
is prevalently oriented along the disc plane and it seems to follow the galactic arms as
observed in other spiral galaxies. According to [40], its strength at the Sun position is
B0 ≡ Bdisc

reg (r⊙, 0) = 2.1 ± 0.3 µG while at smaller radii Bdisc
reg (r) = B0 exp{−(r − r⊙)/rB}

where rB = 8.5±4.7 kpc. A 1/r profile seems to give the worst fit of data. Unfortunately,
observations are not significant for r < 3 kpc. Most likely [40] the regular field in the
disc has a bi-symmetric structure (BSS) with a counterclockwise field in the spiral arms
and clockwise in the interarm regions. Concerning its vertical behaviour, it is generally
assumed that Bdisc

reg decreases exponentially for increasing values of |z| with a scale height
of a few hundred parsecs. There is increasing evidence that the field is symmetric for
z → −z (BSS-S) [41].

Superimposed on the regular field a random, or turbulent, component of the GMF is
known to be present. In the disc, this component is comparable to, or even larger than,
the regular one. Indeed, the locally observed rms value of the total field is about 6±2 µG,
which is two to four times larger than Breg(r⊙, 0). From polarimetric measurements of
stellar light and RMs of close pulsars it has been inferred that the GMF is chaotic on
all scales below Lmax ∼ 100 pc. The power spectrum of the GMF fluctuations is poorly
known. Observational data, obtained from RM of pairs of close pulsars, are compatible
with a Kolmogorov spectrum, i.e. B2(k) ∝ k−5/3, though with a very large uncertainty
(see e.g. [42] and references therein).

Journal of Cosmology and Astroparticle Physics 06 (2007) 003 (stacks.iop.org/JCAP/2007/i=06/a=003) 6
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muon detectors (e.g. SuperKamiokande)



Lorimer (2004), based on pulsar cat.

fitted to EGRET data

 Strong & Mattox, A&A, 1996; Strong et al., ApJ, 2000

• CR distribution inferred from gamma-ray data (method goes back to SAS-2/COS-B era)  
    is flatter than that computed assuming the observed SNR (source) profile.

The gradient problem
Case & Bhattacharya (1996)

fitted to EGRET data



FERMI (2008-2018)



The gradient problem in the FERMI era

• The extremely accurate gamma ray maps that Fermi is providing are useful to 
trace the CR distribution throughout all the Galaxy!



The gradient problem in the FERMI era
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FERMI detected more γ’s than a prediction based on SNR distribution and standard CR halo:  
more CR sources, more “dark gas” or larger CR halo?
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Diffusion is more complicate than that!

• How do the diffusion coefficient depends on turbulence? 
If the turbulent field is very low:

• In the inner galaxy, where turbulence is high, the parallel and perp. diffusion 
are similar values and the perpendicular escape is the dominant one:

If the turbulent component is comparable to the regular field:

T∥

T⊥
≃

(

Rarm

H

)2 D⊥

D∥
≃ 4× 102

(

H

4 kpc

)−2 D⊥

D∥



How to solve the gradient problem

• In the regions where CR sources are more abundant turbulence is higher then 
perpendicular escape is faster, more CR are removed.

equation with the DRAGON numerical diffusion code [24],
which, differently from other numerical and semianalytical
programs, is designed to account for a spatially dependent
DC. The code is two dimensional (R, z) and assumes a
purely azimuthal (no arms) structure of the regular GMF.
Therefore, we can only model perpendicular diffusion and
the DC is treated as a (position dependent) scalar.
Nevertheless, as only the escape time is relevant to deter-
mine the CR density, we can account for parallel diffusion
along the spiral arms by using an effective DC: DeffðRÞ ¼
max½D?ðRÞ; ðH=RarmÞ2DkðRÞ%. We assume, therefore, the
phenomenological dependence D?ðRÞ / QðRÞ!, where
! * 0 is a free parameter to be fixed against the data
(simulations do not allow us to determine ! with sufficient
accuracy). According to QLT and numerical simulations,
we assume Dk to have an opposite dependence on the
turbulence strength; hence, DkðRÞ / QðRÞ&!. We remark
that parallel diffusion has almost no effect on the "-ray
angular distribution and the local CR anisotropy, as it
becomes relevant only in the most external regions of the
Galaxy, where the source density (hence turbulence injec-
tion) is very small. Its presence, however, naturally pre-
vents the escape time from taking unphysically large
values at large R. For the source radial distribution we
adopt QðRÞ / ðR=R'Þ1:9 expð&5ðR&R'

R'
ÞÞ, based on pulsar

catalogues [25]. Using other, observationally determined,
distributions would not change our main results. Similarly
to [3,19], we assume a vertical profile DeffðR; zÞ ¼
DeffðRÞ expðz=HÞ. We also assume D / ðv=cÞ&0:4 (v is
the particle velocity) to reproduce the low-energy B/C
data as shown in those papers. This does not affect the
results discussed here. We fix H ¼ 4 kpc and for each
value of ! we set the D normalization to match the ob-
served B/C ratio and other light nuclei ratios. We fix the D
rigidity dependence # ¼ 0:6 in the rest of our Letter. To
better highlight the effects of inhomogeneous diffusion we
consider here only PD propagation setups. Adding moder-
ate reacceleration and radially uniform convection does not
change significantly any of our results.

We find a good fit of the B/C ratio for all values of
! 2 ½0; 1%. The best fit D normalization only mildly de-
pends on !. Also the computed antiproton and midlatitude
"-ray spectra match observations within errors. We then
calculate the "-ray emissivity from the CR spatial distri-
butions in our models. As is clear from Fig. 1, the model
! ¼ 0 (uniform diffusion) does not reproduce the observed
emissivity profile. We obtain the simulated "-ray angular
distribution by performing a line-of-sight integration of the
product of the emissivity times the gas density. For con-
sistency we use the same gas distribution [26] and the same
catalogue sources [27] adopted by the Fermi-LAT collabo-
ration. We show in Fig. 2 the longitude profiles of Galactic
"-ray emission and the residuals of the models against data
for ! ¼ 0 and ! ¼ 0:85. The model ! ¼ 0 is clearly too
steep compared to the data: it overshoots the data in the

Galactic center region while it undershoots observations by
several $ in the anticenter region. Increasing ! yields a
much smoother behavior of the emissivity as a function of
R (see [15] for the possible reasons why the emissivity in
the II and III quadrants do not agree entirely). A good
match of Fermi-LAT data is achieved for ! ’ ½0:7–0:9%,
with ! ¼ 0:85 providing an optimal fit and improving the
residual distribution.
Effect on the CR anisotropy.—The CR LSA component

in the radial direction is related to the CR gradient by

anisotropy ¼ 3D?
c

!!!!!!!!
rrnCR
nCR

!!!!!!!!; (2)

FIG. 1 (color online). Integrated "-ray emissivity (number of
photons emitted per gas atom per unit time) constrained by
Fermi-LAT (orange region [15], gray region [14]) compared
with our predictions for ! ¼ 0, 0.2, 0.5, 0.7, 0.8, 0.9 (from top
to bottom).

FIG. 2 (color online). Predicted longitudinal profile of the
"-ray diffuse flux along the Galactic plane compared to
Fermi-LAT data [27], and residuals. Data are integrated over
the latitude interval jbj< 5( and in energy between 1104 and
1442 MeV. Solid line ! ¼ 0:85, dashed line ! ¼ 0.
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Results
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the particle velocity) to reproduce the low-energy B/C
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value of ! we set the D normalization to match the ob-
served B/C ratio and other light nuclei ratios. We fix the D
rigidity dependence # ¼ 0:6 in the rest of our Letter. To
better highlight the effects of inhomogeneous diffusion we
consider here only PD propagation setups. Adding moder-
ate reacceleration and radially uniform convection does not
change significantly any of our results.

We find a good fit of the B/C ratio for all values of
! 2 ½0; 1%. The best fit D normalization only mildly de-
pends on !. Also the computed antiproton and midlatitude
"-ray spectra match observations within errors. We then
calculate the "-ray emissivity from the CR spatial distri-
butions in our models. As is clear from Fig. 1, the model
! ¼ 0 (uniform diffusion) does not reproduce the observed
emissivity profile. We obtain the simulated "-ray angular
distribution by performing a line-of-sight integration of the
product of the emissivity times the gas density. For con-
sistency we use the same gas distribution [26] and the same
catalogue sources [27] adopted by the Fermi-LAT collabo-
ration. We show in Fig. 2 the longitude profiles of Galactic
"-ray emission and the residuals of the models against data
for ! ¼ 0 and ! ¼ 0:85. The model ! ¼ 0 is clearly too
steep compared to the data: it overshoots the data in the

Galactic center region while it undershoots observations by
several $ in the anticenter region. Increasing ! yields a
much smoother behavior of the emissivity as a function of
R (see [15] for the possible reasons why the emissivity in
the II and III quadrants do not agree entirely). A good
match of Fermi-LAT data is achieved for ! ’ ½0:7–0:9%,
with ! ¼ 0:85 providing an optimal fit and improving the
residual distribution.
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photons emitted per gas atom per unit time) constrained by
Fermi-LAT (orange region [15], gray region [14]) compared
with our predictions for ! ¼ 0, 0.2, 0.5, 0.7, 0.8, 0.9 (from top
to bottom).
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Anisotropy prediction

δ = 0.6 
τ = 0

δ = 0.6 
τ = 0.85

CE, D. Gaggero, D. Grasso & L. Maccione, PRL, 2012
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The dark side



The challenge!
Andromeda : a MW-like galaxy

51



The importance of being WIMP

problem!  
astrophysical emissivity is much larger than Dark one



Why antiprotons?

• we know the background with 
good accuracy


• in a democratic WIMP model the 
ratio between DM signal and 
background from standard 
astrophysical sources is usually 
much larger in the antiproton 
channel with respect to all other 
indirect detection methods.



Playing with anti-protons from DM 
CE, I.Cholis, D.Grasso, L.Maccione & P.Ullio, PRD, 2012, 1108.0664

where vA is the Alfvén velocity. Here we assume that
diffusive reacceleration takes place in the entire diffusive
halo.

For the CRs generated by standard astrophysical
sources, Qiðp; r; zÞ will describe the distribution and injec-
tion spectrum of SNRs, which we parametrize as

QiðEk; r; zÞ ¼ fSðr; zÞq0;i
!
!ðEkÞ
!0

"$"i

; (19)

In this paper we assume the same source spectral index
"i ¼ " for all nuclear species unless differently stated. We
require the source spatial distribution fSðr; zÞ to trace that
of Galactic supernova remnants inferred from pulsars and
stellar catalogues as given in [78]. We checked that other
distributions, among those usually adopted in the literature,
do not affect significantly our results. For the case of DM
annihilations, the source is given above in Eq. (8) where
the antiproton yield per annihilation dN !p=dE is obtained
interfacing the numerical codewith the DARKSUSY package
[79], in turn linking to simulations with the PYTHIA

Monte Carlo, except for the heavy WIMPs models for
which tables provided by [45] are used instead.

Secondary antiprotons are generated in the interaction of
primary CRs with the interstellar gas. The ISM gas is
composed mainly by molecular, atomic and ionized hydro-
gen (respectively, H2, HI and HII). Here we adopt the same
distributions as in [25,80]. Following [81] we take the
He/H numerical fraction in the ISM to be 0.11. We have
tested that different models for the gas distribution
(i.e., [82,83]) affects marginally the fitted model para-
meters and hence the predicted antiproton spectra.

The diffusion equation offers just an effective descrip-
tion of the CR transport in the Galaxy. The main parame-
ters determining the propagated distribution and spectrum
of CR nuclei are the normalization of the diffusion coeffi-
cient D0, its vertical scale zt and its rigidity slope #, the
Alfvén velocity vA and the convection velocity vcðR; zÞ.
Presently available observations of secondary/primary ra-
tios, like the B=C, or unstable/stable ratios, like 10Be=9Be
allow to determine such parameters only up to large un-
certainties (see [9] for a reference list of the experimental
data). Moreover, secondary-to-primary ratios are sensitive
only to the ratioD0=zt, while unstable-to-stable ratios, that

are somewhat more sensitive to D0 and zt separately and
can therefore break the degeneracy, suffer from large ex-
perimental uncertainties. Therefore, the half-height of the
diffusion region zt is poorly constrained by CR nuclei
observations. Radio and "-ray observations are more sen-
sitive to zt and seem to disfavor small values zt & 1 kpc
(see e.g., the recent works [84,85]). To place an upper
bound on zt requires instead more careful analyses.
However, the parameter zt might affect significantly the
flux expected from DM sources, as they are also distributed
in the galactic halo. Also the antiproton fraction reaching
the Earth from the galactic center region depends strongly
on zt. For this reasons, we consider 5 different reference
models, encompassing a range of possible propagation re-
gimes, which we summarize in Table II: Models KRA, THN
and THK assume Kraichnan type turbulence (# ¼ 0:5) but
differ in the adopted height of the diffusion zone in order to
probe the effect of varying this parameter on the !p flux;
the KOL model assumes instead Kolmogorov turbulence
(# ¼ 0:33); the CON model considers convective effects.
All these models are chosen in such a way as to minimize
the combined $2 against B=C and the proton spectrum data
under the requirement to get $2 < 1 for each of those
channels. An accurate modeling of proton data is crucial
since protons are the main primaries of secondary antipro-
tons. For the first time in the context of secondary antiproton
computations, the proton spectrum is fitted against the
high precision data recently released by the PAMELA
Collaboration [86]. We also checked that the 4He spectrum
measured by the same experiment is reproduced by each of
those models. The fits are performed minimizing the $2 in
the multidimensional parameter space defined byD0, %, the
Alfvén velocity vA, the proton and nuclei spectral indices
"i, the solar modulation potentials ". For some models a
spectral break has to be introduced in the source proton
spectrum in order to achieve an acceptable fit ($2

p < 1) of
proton data (see below). For those models the spectral
indexes below/above the break and the break rigidity are
also fitted.
The propagation equation is solved with the public

available DRAGON code [25], implementing a numerical
solution which assumes cylindrical symmetry and a sta-
tionary state. In Fig. 2 spectra for our selected sample of

TABLE II. We report here the main parameters of the reference CR propagation models used in this work. The KOL and CON
models have a break in rigidity of the nuclei source spectra " at respectively, 11 GVand 9 GV. The modulation potential" refers to the
fit of proton PAMELA data only.

Model zt (kpc) # D0ð1028 cm2=sÞ % vA ðkm=sÞ "
dvc=dz

ðkm=s=kpcÞ $2
B=C $2

p " (GV) $2
!p

Color
in Figs.

KRA 4 0.50 2.64 $0:39 14.2 2.35 0 0.6 0.47 0.67 0.59 Red
KOL 4 0.33 4.46 1. 36. 1:78=2:45 0 0.4 0.3 0.36 1.84 Blue
THN 0.5 0.50 0.31 $0:27 11.6 2.35 0 0.7 0.46 0.70 0.73 Green
THK 10 0.50 4.75 $0:15 14.1 2.35 0 0.7 0.55 0.69 0.62 Orange
CON 4 0.6 0.97 1. 38.1 1:62=2:35 50 0.4 0.53 0.21 1.32 Gray

EVOLI et al. PHYSICAL REVIEW D 85, 123511 (2012)
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Varying the halo size in the range 2 - 10 kpc

vA

D0

The best constraints on the halo scale height (L > 2 kpc) 
are obtained from the galactic diffuse synchrotron emission  
(G.Di Bernardo, CE, D.Gaggero, D.Grasso and 
L.Maccione, JCAP, 2013)



Varying the halo size in the range 2 - 10 kpc

less than 10%

4x

~ 4 kpc ~ 8 kpc

THIN halo

The ratio of the local flux obtained considering 
sources with distance smaller than RS to that 
obtained with RS = ∞
(see also R. Taillet & D. Maurin, A&A, 2003)

CE, I.Cholis, D.Grasso, L.Maccione & P.Ullio, PRD, 2012, 1108.0664

Much larger uncertainty in the DM fluxes!



Unavoidable uncertainties?

wind

CE, I.Cholis, D.Grasso, L.Maccione & P.Ullio, PRD, 2012, 1108.0664

Changing diffusion conditions in the inner 
Galaxy gives significant effect on the DM 
contribution without affecting the local 
observables

Only a comprehensive study including 
local and non-local observables may 
succeed in reducing safely the propagation 
uncertainties.

anisotropic diffusion



How to bracket the propagation uncertainties?

protons
protons+B/C



How to bracket the propagation uncertainties?

Figure 2. The envelope of the secondary antiproton spectra computed with the di↵erent propagation models
found to reproduce the B/C and primary spectra.

Figure 3. Left plot: The secondary antiproton flux computed for di↵erent values of the halo height L. Right
plot: The normalization of the di↵usion coe�cient required, for each value of L, to reproduce the B/C ratio
(the green line is used to guide the eye).

at ⇠ 200 GV. We assume Boron is entirely secondary. It was shown by [45] that, neglecting the
production and acceleration of secondary nuclei inside SNRs, the � may be underestimated by a
factor of ⇠ 5� 15%. We checked that the Fisk potential gives an accurate description of modulated
spectra compared against the more realistic predictions provided by the Helioprop simulations. Using
a charge-dependent formalism for the modulation is relevant only when we compare di↵erently charged
particle spectra. We discuss this in detail in section 2.4.

With the given set of di↵usion and source parameters we are now able to calculate the B/C
ratio. We identify a model as a good one, if it reproduces the B/C data as well as proton, helium
and carbon data within the 3� limits. In particular, a model is selected if it gives a �2 against the

– 6 –

Figure 4. Comparison between the propagation and the nuclear uncertainties. Yellow band: Error on the
p̄ flux due to the uncertainty in the propagation parameters. Blue lines: The relative ratios between the p̄
flux computed using the maximal (dot-dashed), fiducial (dashed), and minimal (solid) cross section from [14]
(KW) and the same flux computed adopting the parameterization from [32, 49] (TN).

di↵erent values for L up to 16 kpc. In order not to lose the perfect agreement with the secondary
over primary data, we increase the D0 value accordingly (see the right plot in figure 3). As shown in
figure 3, di↵erent choices for L in this range do not a↵ect our predictions for the secondary antiproton
flux.

Although in this paper we assumed a uniform value of � in the whole Galaxy, it was recently
shown that di↵use �-ray data favor a scenario characterized by radially-dependent CR transport
properties [47, 48]. In order to investigate the possible impact of that scenario on our results, we
computed the local secondary antiproton spectrum for the KRA� model considered in those paper
finding a negligible correction.

3.3 Antiproton production cross-section uncertainties

We compare here the propagation uncertainties derived in the previous sections with those associated
with the antiproton production processes.

In figure 4, we show the relative ratio between the minimum (maximum) secondary antiproton
flux and that obtained using the best-fit propagation model. The corresponding region represents the
uncertainty on the secondary flux associated with galactic propagation.

We compare this uncertainty band with the relative di↵erences associated with production cross
sections. To this end, we compute secondary antiprotons with the new prescriptions recently proposed
by [14] and we evaluate them against the traditional fitting relations given in [32, 49].

We find that nuclear uncertainties can be as large as 50% even at ⇠ 100 GeV, and are much
larger below few GeVs. However, with the available CR data, the propagation uncertainties dominate
over the entire energy range as shown in figure 4.

Upcoming measurements (in particular, from AMS-02 [1], CALET [50], and ISS-CREAM [44])
are expected to significantly improve our knowledge of propagation parameters and then to reduce
the associated uncertainties. In that situation, antiproton production cross sections will prevent us
to provide predictions for the astrophysical backgrounds as accurate as the forecasted sensitivities.

– 8 –

see also Bringmann&Salati 2007



DM bounds after PAMELA data

Figure 6. Antiproton bounds on DMmodels computed with conservative assumptions for the CR propagation
and DM contribution. Red solid (dashed) line: bb̄ channel for NFW (generalized NFW) profile; blue solid

(dashed) line: W+W� channel for NFW (generalized NFW) profile. With red (blue) filled contours we report
the 2� and 3� best-fit regions identified in [52] for the bb̄ (W+W�) channel.

For this purpose, we use as background model the minimum secondary antiproton flux evaluated
from the envelope of all the propagation models compatible with CR nuclear measurements and by
using the minimal model for the antiproton production cross sections provided by [14]. We also
remark that we can safely neglect the charge-dependent e↵ects in the determination of the minimum
background (see section 3.4).

To propagate DM antiprotons, we select the propagation model giving the minimal background
flux at the energy corresponding to the DM particle mass and we choose L = 2 kpc since it is
the minimum value compatible with synchrotron di↵use emission observations [20]. We note here
that, while secondary antiprotons are una↵ected by di↵erent values of L, DM antiprotons can change
significantly and, in fact, this parameter is the most important one to evaluate this contribution. In
particular, thinner halos underproduce the DM p̄ flux, and therefore L = 2 kpc corresponds to the
minimum flux expected from a given DM model (see [13] for a more detailed discussion).

We determine the 2� exclusion contour in the plane (mDM, h�vi), for each given DM mass, as
it follows. We first vary h�vi to minimize the �2 of the antiproton flux (obtained as the sum of the
minimal background and the DM contribution) against PAMELA data [53]. We then calculate the
maximum allowed value for h�vi within the 2� limit. We point out that we evaluate the �2 only for
the data points with energy less than the DM particle mass mDM.

In figure 6 the reader can see our results for the maximum allowed annihilation cross section for
the bb̄ and W+W� annihilation channels.

Our results can be now compared with the DM interpretation of the recently claimed signal in
the gamma-ray channel located in the inner few degrees around the GC [37].

In [37] the authors show that a DM particle with mass ⇠ 43 GeV annihilating into bb̄ with a
cross section h�vi ' 2.2 · 10�26 cm3s�1 (for the Inner Galaxy analysis) and distributed according to
a gNFW profile with � = 1.18 can accomodate the anomalous excess.

The detailed analysis reported in [52] provided a better quantification of the systematic uncer-
tainties a↵ecting the proposed signal; more recently, the Fermi-LAT collaboration released preliminary
estimates of the energy spectrum of this excess, based on four qualitatively di↵erent background mod-

– 10 –
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AMS-02 anomaly?

Figure 8. Our reference model compared to AMS preliminary B/C data. Solid line: the TOA spectrum
modulated with � = 0.6 GV; dotted line: the LIS spectrum.

Armed with a model fully consistent with all the preliminary nuclear observables, we can finally
compare our prediction for the p̄/p ratio with the data.

In figure 9 we show this comparison. The computation of the secondary flux is performed using
the fiducial value of the cross sections provided by [14], and the associated uncertainty is shown as a
blue band.

We conclude that, even without considering all the relevant uncertainties associated with propa-
gation or injection slopes, our predictions for the p̄/p are in good agreement with the preliminary data
in the entire energy range. Our findings are then in agreement with the conclusions of [58], although
our analysis relies on the B/C data from the same experiment for the assessment of the propagation
model.

6 Conclusions

We presented a revisited study of the dominant uncertainties in the determination of the CR secondary
antiproton spectrum.

By performing a scan over the parameter space relevant for CR propagation, we identified a set of
models compatible with B/C, proton, helium and carbon data provided by the PAMELA experiment.
We were then able to bracket the minimum and maximum secondary antiproton fluxes constrained
by local observables and we compared the associated uncertainty band with the errors related to
the production cross sections. It is the first time that such analysis has been performed by using
comprehensive numerical simulations of CR propagation in the Galaxy and the Heliosphere. More
importantly, we used for the first time a complete set of measurements from the same experiment:
Using consistent data from the same data-taking period allowed us to reduce the uncertainties due to
solar modulation.

Similarly to previous results, we found that the secondary antiproton spectrum is independent on
the (almost unknown) di↵usion halo height and that, using the recent PAMELA data, the uncertainty
on the propagation model dominates over the nuclear ones.

Our result has important implications for the indirect search of primary p̄ from DM annihilations
in the galactic halo. Therefore, we provided the most conservative – with respect to the mentioned

– 12 –

Figure 9. Our reference model compared to AMS preliminary p̄/p data. Blue solid (dashed) line: the p̄/p
spectrum computed with the fiducial cross sections from [14], with (without) the hardening in the proton and
helium injection spectra. The blue band reports the uncertainty associated to the production cross sections.

e↵ects – constraints on the annihilation rate for some popular DM models recently investigated in
connection to hints of DM signals in other detection channels.

Our method may be taken as a reference procedure to be exploited when the final measurements
for all the relevant channels are published by the AMS-02 collaboration.

At the moment, the preliminary release by the AMS-02 collaboration of nuclear data does not
permit to perform a statistical analysis. Nevertheless, we found that the model in agreement with
AMS-02 proton, helium, and B/C data is compatible with the p̄/p spectrum. Therefore, we do not
report any significant anomaly in this observable. Our result is then consistent with the conclusions
presented in [58].
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