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Outline

Three Main Blocks:

 Reconstruction of the DM density profile in the MW 

 Astrophysical uncertainties that affect the determination of the DM profile 

 DM density profile in the Galactic bulge region

Introduction
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Dark matter

physical size

Evidences over large range of scales

Nature still unknown
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Dark matter
A crucial “brick” in structure formation

z = 1100

xx

z = 3 z = 0

age of Universe

• Before recombination: 
    baryonic over-densities couldn’t 
    grow due to radiation pressure 
    of photons 

• After recombination: 
    baryons fell into deep DM  
    potential well
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DM halo profile
Theory

� = �d ln ⇢DM

d lnR

�����
R!0

Cusp: γ ~ -1

Core: γ ~ 0

Inner slope  
DM density  = 
profile

The precise effect of baryonic feedback processes on the  
distribution of DM is unknown
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DM halo profile
Observations

Gravitational Lensing

Rotation Curve

Rubin & Ford  
ApJ 159 (1970)

Kafle +  
MNRAS 475 (2018)

Jeans analysis
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Figure 3. Jeans formalism implemented on a synthetic data sampled from the Hernquist distribution. Panels show (a) radial (red
line), angular (green line) and azimuthal (black line) velocity dispersions, (b) velocity anisotropy (grey band: measured, red dashed-
line: the input profile), (c) number density (grey band: measured, red dashed-line: the input profile), (d) measured radial pressure (e)
cumulative mass (grey band: reconstructed from the Jeans equation, red dashed-line: the input profile), and (f) percentage error in the
mass measurement (black dots) with dashed lines at ±10% as a guide.

galaxy (shown in Fig. 1) whereas M represents the galaxy
mass estimated from the Jeans formalism.

3.2 Tests with a featureless simple model

To investigate inherent biases in our Jeans formalism, first
we test the scheme on toy data sampled from an ergodic
Hernquist (1990) model with scale-length a = 15 kpc, total
mass = 1.4 ⇥ 1012 M�, and isotropic velocity distribution
(� = 0). By nature the data is smooth, i.e., devoid of any
sub-structures or tidal features, and therefore allows us to
understand, if any, intrinsic bias in our scheme. To facili-
tate comparison to our main results with simulated stellar
halos, we generate a sample roughly of the same order of
magnitude, i.e., 105.

In our context where we are probing an order of magni-
tude range in distances and also, where sample size sharply
declines at large distance the logarithmic binning in radius
is more appropriate compare to a linear equal width or equal
number binning schemes. Therefore, we divide our sample
into 15 logarithmically spaced radial shells, and present the
key spatio-kinematics properties of the tracers in Fig. 3.
Intrinsically all three velocity dispersion profiles (�r, �✓

and ��) of the tracer population are identical, therefore to
make them visually distinct we systematically shift the an-
gular and azimuthal dispersions by ±5 km s�1 (Fig. 3 a).
In the figure thickness of all, but except red-dashed, lines
presented in panels (a)-(e) show the 1� uncertainty levels.
Panel (e) compares the underlying mass distribution using
the Jeans formalism with the intrinsic values of the system,

and finally, panel (f) shows the residual in the mass mea-
surement. In summary, the exercise demonstrates that the
spatio-kinematic runs of the test data and the underlying
mass distributions of the system at r > 5 kpc can be recov-
ered well enough with negligible mass o↵set of 0.14+1.3

�1.9%,
where average dispersion is consistent with the median ran-
dom uncertainties of 1.6%. However, due to abrupt change
in the slopes of the velocity dispersions the mass profiles in
the inner region deteriorates. Additionally, we also achieve
similar level of accuracy for alternative cases such as when
the velocity distributions of the data are assumed to be ra-
dial (� = 0.5 and 0.9) or tangential (� = �0.5 and �1.0).

4 RESULTS

4.1 Spatio-kinematic profiles of the simulated
stellar halos

In Fig. 4 we demonstrate the key spatial and kinematic prop-
erties of the tracer populations of the 11 ⇤CDM (top panels)
and 6 artificial (bottom panels) halos binned respectively in
25 concentric radial shells. As labelled in the figure, each
solid line of di↵erent colour represents di↵erent halo. Pan-
els (a) and (b) show the measured radial velocity dispersion
�r(r), panels (c) and (d) show the measured angular2 veloc-
ity dispersion �✓(r), and panels (e) and (f) show the corre-

2 to save the space we do not show the azimuthal velocity dis-
persion ��, which generally has runs identical to �✓.
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Figure 3. Jeans formalism implemented on a synthetic data sampled from the Hernquist distribution. Panels show (a) radial (red
line), angular (green line) and azimuthal (black line) velocity dispersions, (b) velocity anisotropy (grey band: measured, red dashed-
line: the input profile), (c) number density (grey band: measured, red dashed-line: the input profile), (d) measured radial pressure (e)
cumulative mass (grey band: reconstructed from the Jeans equation, red dashed-line: the input profile), and (f) percentage error in the
mass measurement (black dots) with dashed lines at ±10% as a guide.

galaxy (shown in Fig. 1) whereas M represents the galaxy
mass estimated from the Jeans formalism.

3.2 Tests with a featureless simple model

To investigate inherent biases in our Jeans formalism, first
we test the scheme on toy data sampled from an ergodic
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number binning schemes. Therefore, we divide our sample
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Intrinsically all three velocity dispersion profiles (�r, �✓

and ��) of the tracer population are identical, therefore to
make them visually distinct we systematically shift the an-
gular and azimuthal dispersions by ±5 km s�1 (Fig. 3 a).
In the figure thickness of all, but except red-dashed, lines
presented in panels (a)-(e) show the 1� uncertainty levels.
Panel (e) compares the underlying mass distribution using
the Jeans formalism with the intrinsic values of the system,
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4.1 Spatio-kinematic profiles of the simulated
stellar halos

In Fig. 4 we demonstrate the key spatial and kinematic prop-
erties of the tracer populations of the 11 ⇤CDM (top panels)
and 6 artificial (bottom panels) halos binned respectively in
25 concentric radial shells. As labelled in the figure, each
solid line of di↵erent colour represents di↵erent halo. Pan-
els (a) and (b) show the measured radial velocity dispersion
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Figure 3. Jeans formalism implemented on a synthetic data sampled from the Hernquist distribution. Panels show (a) radial (red
line), angular (green line) and azimuthal (black line) velocity dispersions, (b) velocity anisotropy (grey band: measured, red dashed-
line: the input profile), (c) number density (grey band: measured, red dashed-line: the input profile), (d) measured radial pressure (e)
cumulative mass (grey band: reconstructed from the Jeans equation, red dashed-line: the input profile), and (f) percentage error in the
mass measurement (black dots) with dashed lines at ±10% as a guide.

galaxy (shown in Fig. 1) whereas M represents the galaxy
mass estimated from the Jeans formalism.
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Hernquist (1990) model with scale-length a = 15 kpc, total
mass = 1.4 ⇥ 1012 M�, and isotropic velocity distribution
(� = 0). By nature the data is smooth, i.e., devoid of any
sub-structures or tidal features, and therefore allows us to
understand, if any, intrinsic bias in our scheme. To facili-
tate comparison to our main results with simulated stellar
halos, we generate a sample roughly of the same order of
magnitude, i.e., 105.

In our context where we are probing an order of magni-
tude range in distances and also, where sample size sharply
declines at large distance the logarithmic binning in radius
is more appropriate compare to a linear equal width or equal
number binning schemes. Therefore, we divide our sample
into 15 logarithmically spaced radial shells, and present the
key spatio-kinematics properties of the tracers in Fig. 3.
Intrinsically all three velocity dispersion profiles (�r, �✓

and ��) of the tracer population are identical, therefore to
make them visually distinct we systematically shift the an-
gular and azimuthal dispersions by ±5 km s�1 (Fig. 3 a).
In the figure thickness of all, but except red-dashed, lines
presented in panels (a)-(e) show the 1� uncertainty levels.
Panel (e) compares the underlying mass distribution using
the Jeans formalism with the intrinsic values of the system,

and finally, panel (f) shows the residual in the mass mea-
surement. In summary, the exercise demonstrates that the
spatio-kinematic runs of the test data and the underlying
mass distributions of the system at r > 5 kpc can be recov-
ered well enough with negligible mass o↵set of 0.14+1.3

�1.9%,
where average dispersion is consistent with the median ran-
dom uncertainties of 1.6%. However, due to abrupt change
in the slopes of the velocity dispersions the mass profiles in
the inner region deteriorates. Additionally, we also achieve
similar level of accuracy for alternative cases such as when
the velocity distributions of the data are assumed to be ra-
dial (� = 0.5 and 0.9) or tangential (� = �0.5 and �1.0).
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4.1 Spatio-kinematic profiles of the simulated
stellar halos

In Fig. 4 we demonstrate the key spatial and kinematic prop-
erties of the tracer populations of the 11 ⇤CDM (top panels)
and 6 artificial (bottom panels) halos binned respectively in
25 concentric radial shells. As labelled in the figure, each
solid line of di↵erent colour represents di↵erent halo. Pan-
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Figure 3. Jeans formalism implemented on a synthetic data sampled from the Hernquist distribution. Panels show (a) radial (red
line), angular (green line) and azimuthal (black line) velocity dispersions, (b) velocity anisotropy (grey band: measured, red dashed-
line: the input profile), (c) number density (grey band: measured, red dashed-line: the input profile), (d) measured radial pressure (e)
cumulative mass (grey band: reconstructed from the Jeans equation, red dashed-line: the input profile), and (f) percentage error in the
mass measurement (black dots) with dashed lines at ±10% as a guide.

galaxy (shown in Fig. 1) whereas M represents the galaxy
mass estimated from the Jeans formalism.

3.2 Tests with a featureless simple model

To investigate inherent biases in our Jeans formalism, first
we test the scheme on toy data sampled from an ergodic
Hernquist (1990) model with scale-length a = 15 kpc, total
mass = 1.4 ⇥ 1012 M�, and isotropic velocity distribution
(� = 0). By nature the data is smooth, i.e., devoid of any
sub-structures or tidal features, and therefore allows us to
understand, if any, intrinsic bias in our scheme. To facili-
tate comparison to our main results with simulated stellar
halos, we generate a sample roughly of the same order of
magnitude, i.e., 105.

In our context where we are probing an order of magni-
tude range in distances and also, where sample size sharply
declines at large distance the logarithmic binning in radius
is more appropriate compare to a linear equal width or equal
number binning schemes. Therefore, we divide our sample
into 15 logarithmically spaced radial shells, and present the
key spatio-kinematics properties of the tracers in Fig. 3.
Intrinsically all three velocity dispersion profiles (�r, �✓

and ��) of the tracer population are identical, therefore to
make them visually distinct we systematically shift the an-
gular and azimuthal dispersions by ±5 km s�1 (Fig. 3 a).
In the figure thickness of all, but except red-dashed, lines
presented in panels (a)-(e) show the 1� uncertainty levels.
Panel (e) compares the underlying mass distribution using
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and finally, panel (f) shows the residual in the mass mea-
surement. In summary, the exercise demonstrates that the
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mass distributions of the system at r > 5 kpc can be recov-
ered well enough with negligible mass o↵set of 0.14+1.3

�1.9%,
where average dispersion is consistent with the median ran-
dom uncertainties of 1.6%. However, due to abrupt change
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the inner region deteriorates. Additionally, we also achieve
similar level of accuracy for alternative cases such as when
the velocity distributions of the data are assumed to be ra-
dial (� = 0.5 and 0.9) or tangential (� = �0.5 and �1.0).
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In Fig. 4 we demonstrate the key spatial and kinematic prop-
erties of the tracer populations of the 11 ⇤CDM (top panels)
and 6 artificial (bottom panels) halos binned respectively in
25 concentric radial shells. As labelled in the figure, each
solid line of di↵erent colour represents di↵erent halo. Pan-
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mass measurement (black dots) with dashed lines at ±10% as a guide.
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solid line of di↵erent colour represents di↵erent halo. Pan-
els (a) and (b) show the measured radial velocity dispersion
�r(r), panels (c) and (d) show the measured angular2 veloc-
ity dispersion �✓(r), and panels (e) and (f) show the corre-

2 to save the space we do not show the azimuthal velocity dis-
persion ��, which generally has runs identical to �✓.
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Figure 3. Jeans formalism implemented on a synthetic data sampled from the Hernquist distribution. Panels show (a) radial (red
line), angular (green line) and azimuthal (black line) velocity dispersions, (b) velocity anisotropy (grey band: measured, red dashed-
line: the input profile), (c) number density (grey band: measured, red dashed-line: the input profile), (d) measured radial pressure (e)
cumulative mass (grey band: reconstructed from the Jeans equation, red dashed-line: the input profile), and (f) percentage error in the
mass measurement (black dots) with dashed lines at ±10% as a guide.

galaxy (shown in Fig. 1) whereas M represents the galaxy
mass estimated from the Jeans formalism.

3.2 Tests with a featureless simple model

To investigate inherent biases in our Jeans formalism, first
we test the scheme on toy data sampled from an ergodic
Hernquist (1990) model with scale-length a = 15 kpc, total
mass = 1.4 ⇥ 1012 M�, and isotropic velocity distribution
(� = 0). By nature the data is smooth, i.e., devoid of any
sub-structures or tidal features, and therefore allows us to
understand, if any, intrinsic bias in our scheme. To facili-
tate comparison to our main results with simulated stellar
halos, we generate a sample roughly of the same order of
magnitude, i.e., 105.

In our context where we are probing an order of magni-
tude range in distances and also, where sample size sharply
declines at large distance the logarithmic binning in radius
is more appropriate compare to a linear equal width or equal
number binning schemes. Therefore, we divide our sample
into 15 logarithmically spaced radial shells, and present the
key spatio-kinematics properties of the tracers in Fig. 3.
Intrinsically all three velocity dispersion profiles (�r, �✓

and ��) of the tracer population are identical, therefore to
make them visually distinct we systematically shift the an-
gular and azimuthal dispersions by ±5 km s�1 (Fig. 3 a).
In the figure thickness of all, but except red-dashed, lines
presented in panels (a)-(e) show the 1� uncertainty levels.
Panel (e) compares the underlying mass distribution using
the Jeans formalism with the intrinsic values of the system,

and finally, panel (f) shows the residual in the mass mea-
surement. In summary, the exercise demonstrates that the
spatio-kinematic runs of the test data and the underlying
mass distributions of the system at r > 5 kpc can be recov-
ered well enough with negligible mass o↵set of 0.14+1.3

�1.9%,
where average dispersion is consistent with the median ran-
dom uncertainties of 1.6%. However, due to abrupt change
in the slopes of the velocity dispersions the mass profiles in
the inner region deteriorates. Additionally, we also achieve
similar level of accuracy for alternative cases such as when
the velocity distributions of the data are assumed to be ra-
dial (� = 0.5 and 0.9) or tangential (� = �0.5 and �1.0).

4 RESULTS

4.1 Spatio-kinematic profiles of the simulated
stellar halos

In Fig. 4 we demonstrate the key spatial and kinematic prop-
erties of the tracer populations of the 11 ⇤CDM (top panels)
and 6 artificial (bottom panels) halos binned respectively in
25 concentric radial shells. As labelled in the figure, each
solid line of di↵erent colour represents di↵erent halo. Pan-
els (a) and (b) show the measured radial velocity dispersion
�r(r), panels (c) and (d) show the measured angular2 veloc-
ity dispersion �✓(r), and panels (e) and (f) show the corre-

2 to save the space we do not show the azimuthal velocity dis-
persion ��, which generally has runs identical to �✓.
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Direct/Indirect WIMP searches

Why it is important?

!8

Flux due to DM self-annihilation:

�
DM

⇠ �
PP

Z

l.o.s
dl ⇢2DM

Dependence on astrophysics

Indirect

DM

DM SM

SM

Recoil spectrum for DM-nucleus interaction:

dR

dE
⇠ CPP ⇢0

Z

v>vmin

d3v
f(v, t)

v

Bozorgnia & Bertone 
Int.J.Mod.Phys. A32 (2017)

Bozorgnia + 
JCAP 1605 (2016)

Impact of velocity  
distribution function:

Dependence on astrophysics

Direct

Simplified version

DMDM

SM SM

María BenitoUiO, 27/03/2019



!9

The visible Milky Way

María BenitoUiO, 27/03/2019

Credit: S. Tiozzo
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Our Galaxy, the Milky Way

~ 15 kpc

~20o

The visible Milky Way

CREDIT:  
NASA/JPL-Caltech/ESO/R. Hurt

Sun

8 kpc
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Sun

~ 15 kpc
~20o

The Milky Way

~ 200 kpc

CREDIT:  
NASA/JPL-Caltech/ESO/R. Hurt

R

ρDM

M200 ⇠ 1012 M�

M
baryons

⇠ 7⇥ 1010 M�
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>
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Determination of the dark matter  
density profile of the Milky Way 

(and how much to trust it)

María BenitoUiO, 27/03/2019



Rotation Curve method

How to determine DM density profile? 

↵ = 1

⇢
o

= 0.4GeV/cm3

r
s

= 20 kpc

baryons 
only
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Face-on (upper) and side-on (lower) 
projection of the 3D 
density of the Galactic bulge

Portail + 
MNRAS 465 (2017)

Assumptions: 

‣  Rotationally supported 

‣  Objects move in circular 
orbits around the GC 

‣  The gravitational potential is 
axisymmetric

Rotation Curve method

How to determine DM density profile? 

Only applies for R > 2.5 kpc
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Rotation Curve method

How to determine DM density profile? 

Observed RC: Two different compilations
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Huang et al Huang +, MNRAS 463 (2016)

2.5 < R < 100 kpc

Pato & Iocco, SoftwareX 6 (2017)
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Huang et al

R
0
=

8.
34

kp
c

(U�, V�, W�) = (7.01, 10.13, 4.95) km/sR0 = 8.34 kpc V0 = 239.89 km/s
Galactic parameters:
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Luminous component of the Milky Way 

Credit: M. Pato

⇢bulge(x, y, z)

⇢disc(r, z)

⇢gas(x, y, z)

�bulge(x, y, z)

�disc(r, z)

�gas(x, y, z)

v2(r) =
X

i

v2i (r)

v2i (r) = r
d�i

dr
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Bulge distribution:

⇢b(x, y, z) = ⇢̄bf(x, y, z)

Referencex0:y0:z0
Bar angle  

[o]

K.Z. Stanek +  (1996)  [G2] 

K.Z. Stanek +  (1996)  [E2] 

H. Zhao (1996) 

N. Bissantz & O. Gerhard 
(2002) 

A.C. Robin + (2012) 

E. Vanhollebeke +  (2013)

2.8 : 1.4 : 1 

3.6 : 1.5 : 1 

3.7 : 1.5 : 1 

2.6 : 0.8 : 1 

3.7 : 1.3 : 1 

3.2 : 2.2 : 1

25 

24 

20 

20 

13 

15

f(x, y, z)

e�r

e�r2s/2

e�r2s/2 + r�1.85
a e�ra

e�r2s/(1 + rs)
1.8

e�r2s/(1 + rs)
1.8

sech2(�rs) + e�rs
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Stellar disc distribution:

⇢d(r, z) = ⇢̄df(r, z)

C. Han & A. Gould  (2003)   

M. Juric +  (2008)   

J. T. A. De Jong + (2010) 

S. Calchi Novati & L. 
Mancini (2011) 

J. Bovy & H.W. Rix (2013) 

0.27 η(r) 

0.44 η(r) 

0.30 
0.90 

0.25 
0.75 

0.25 
0.75 

0.4

2.75 
2.75 

2.6 
3.6 

2.75 
4.1 

2.75 
4.1 

2.15

thin 
thick 

thin 
thick 
halo 

thin 
thick 
halo 

thin 
thick 

singlee�r e�|z|

e�r e�|z|

e�r e�|z|

e�r e�|z|

e�r e�|z|

(r2 + z2)�2.75/2

e�r sech2(z)

e�r e�(z+z0)

e�r e�|z|

e�r e�|z|

(r2 + z2)�2.77/2

ReferenceScale-height 
[kpc]

Scale-length 
[kpc]

f(r, z)
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Uncertainties

Gas distribution:

⇢g(x, y, z) = ⇢H2(x, y, z) + ⇢HI(x, y, z) + ⇢HII(x, y, z)

XCO(r > 3 kpc) = (5.0± 2.5)⇥ 1019 cm�2K�1km�1s

XCO(r < 3 kpc) = (1.9± 1.4)⇥ 1020 cm�2K�1km�1s

CO-to-H2 factor: 

Reference

K. Ferrière (1998)  

K. Ferrière +  (2007)   

H2 
HI 
HII 

H2 
HI 
HII 

molecular ring 
cold, warm 
warm, hot 

CMZ, disc 
CMZ, disc 

warm, hot, very hot 

r = 3 � 20 kpc

r = 0.01 � 3 kpc

RangeComponents

K. Ferriere + 
ApJ 467 (2007)
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gNFW density profile

⇢DM (r) = ⇢0

✓
R0

r

◆� ✓Rs +R0

Rs + r

◆3��

Three free parameters: γ, Rs, ρ0
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Rotation Curve method

How to determine DM density profile? 
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Huang et al

!20

1) Observed RC

2) RC for the luminous component
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Methodology

Likelihood

Normalisation disc

Bovy & Rix 
ApJ 779 (2013)

Normalisation bulge

Popowski + 
ApJ 631 (2005)

h⌧iobs = 2.17+0.47

�0.38

⇥ 10�6 (`, b) = (1.50o,�2.68o) ⌃obs

⇤ = 38± 4M�pc
�2

Model fitting: 3 DM parameters + 2 baryonic (nuisance) parameters

P(d|⇥DM,⌃⇤, h⌧i) =
Y

j

(
1p

2⇡�
v

obs

j

exp

"
�1

2

�
v
j

� vobs
j

�2

�2
v

obs

j

#)

⇥ 1p
2⇡�⌃obs

⇤

exp

"
�1

2

�
⌃⇤ � ⌃

obs

⇤
�

�2
⌃obs

⇤

#
⇥ 1p

2⇡�h⌧iobs
exp

"
�1

2

�
h⌧i � h⌧iobs

�

�2
h⌧iobs

#

j runs for bins Gaussian approximation!!!

L(d) = L(vobs,⌃obs

⇤ , h⌧iobs) = L(vobs)⇥ L(⌃obs

⇤ )⇥ L(h⌧iobs)

Bayesian reconstruction procedure

!21 María BenitoUiO, 27/03/2019



Methodology

L
�
vobs

�
=

Y

j

(
1p

2⇡�
v

obs

j

exp

"
�1

2

�
v
j

� vobs
j

�2

�2
v

obs

j

#)

vi ⇠ N (vtrue,�i)assumes

j runs for bins 
i runs for data points within bin

�5 0 5

(vi � vobs
j )/�vobs

j

#
p
oi

nt
s

�5 0 5

(vi � vobs
j )/�vobs

j

�5 0 5

(vi � vobs
j )/�vobs

j

  For three randomly selected bins:

N (0, 1)

Relative deviation = 
(v

i

� vobs
j

)

�
vi

⇠ N (0, 1)

PROBLEM!

(i data points within j-bin are  
Gaussianly distributed)
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8.8 9.0 9.2 9.4 9.6 9.8 10.0
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(U�, V�, W�) = (7.01, 10.13, 4.95) km/sR0 = 8.34 kpc V0 = 239.89 km/s
Galactic parameters:

It is a combination of 25 data sets

Methodology

!23

Pato & Iocco, SoftwareX 6 (2017)
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 Testing compatibility of d1 and d2 data sets:

Examples : Feroz +, JHEP 0810 (2008), Trotta +, ApJ 729 (2011) 

Bayesian evidence:

If B >1 : d1 and d2 are compatible (constraints obtained by using them 
jointly will overlap significantly with those obtained when using each data set 
individually)

Methodology

B =
P(d1, d2|H0)

P(d1|H1)⇥ P(d2|H1)

H0 : our model jointly fits the two observables

H1 : the two observables prefer different regions in the parameter space

P(d|Hi) =

Z
P(d|⇥DM,⌃⇤, h⌧i) P(⇥DM) P(⌃⇤) P(h⌧i) d⇥DMd⌃⇤dh⌧i
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Methodology
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Final compilation of Milky Way RC:
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Huang +, MNRAS 463 (2016)Pato & Iocco, SoftwareX 6 (2017)
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Calibration of the Methodology

 25 fiducial points 
in the DM 
parameter space

 Each fiducial 
point, 100 data 
realisations

!26

 Recipe for mock RC generation: 

vfiducial
j

=
q

v2
gNFW

(�, R
s

, ⇢0, rj) + v2
baryons

(⌃⇤, h⌧i, rj)

�j ⇠ N (0,�vobs

j

)

vmock

j

= vfiducial
j

+ �
j

j runs for bins 

Test the system with known conditions 
(mock data)
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Calibration of the Methodology: mock RC

!27
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Results - mock catalog

 ρ0 recovered with an accuracy better than 94 %  
(independently of estimator) 

Fractional Standard Error =FSE =
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Karukes, MB, Iocco, Trotta, Geringer-Sameth  
[1901.02463]
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Fractional Standard Error for γ and Rs FSE =
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Results - mock catalog

Karukes, MB +  
[1901.02463]
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Results - actual RC

!30

⇢0 = 0.43± 0.02 (stat)± 0.01 (sys) GeV/cm3
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

this work

Band takes into  
account: 

 Different baryonic  
    morphologies 

 Statistical  
 uncertainties

Reid 
J.Phys. G41 (2014)
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Virial mass

Band takes into  
account: 

 Different baryonic  
    morphologies 

 Statistical  
 uncertainties

Estimates using  
Gaia data

0 1 2 3 4 5
M200 ⇥ 1012 [M�]

dynamical tracers
of halo

rotation curve

escape velocity

stream modelling

kinematics of MW
satellites

LG dynamics

timing

this work
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Take away points (1)

!32

  The reconstructed value of the local DM density is always compatible  
     with the true value within < 5%  
    (systematic uncertainty ~ 3%; statistical uncertainty ~ 5%). 

  The inner DM density slope and the scale radius are poorly reconstructed. 

  We still need to improve the kinematic data of the MW in order to be 
     able to probe the inner DM density slope and the scale radius! 

  Inference of M200 compatible with recent estimations using Gaia  
    (systematic uncertainty ~ 14%; statistical uncertainty ~ 19%).

María BenitoUiO, 27/03/2019
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In the assumption of sphericity a good  
approximation of reality? 

María BenitoUiO, 27/03/2019 !33

Bowden +  
MNRAS 449 (2015)

Bovy +  
AJ 833 (2016)

Sphericity of  
inner DM halo:



DM distribution in the MW

Up to now

How much we can rely it?

Now

Quantify astrophysical  
uncertainties 
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Direct/Indirect WIMP searches

Recoil spectrum for DM-nucleus interaction:

dR

dE
⇠ CPP ⇢0

Z

v>vmin

d3v
f(v, t)

v

Bozorgnia & Bertone 
[1705.05853]

Bozorgnia + 
 [1601.04707]

Impact of velocity  
distribution function:

Dependence on astrophysics

Direct

Flux due to DM self-annihilation:

�
DM

⇠ �
PP

Z

l.o.s
dl ⇢2DM

Dependence on astrophysics

Indirect

Why it is important?

Simplified version

María BenitoUiO, 27/03/2019

DM

DM SM

SM

DMDM

SM SM



Synthetic γ-ray intensity map from DM annihilation 
(created with CLUMPY)

Credit: M. Hütten

Targets for indirect WIMP searches: our Galaxy

�
DM

⇠ �
PP

Z

l.o.s
dl ⇢2DM
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DM

DM SM

SM
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María BenitoII South  American DM workshop

Sun

Problem

Astrophysical 
observable

DM density
Direct/Indirect 

searches
Particle  
physics
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Problem: 

  

Astrophysical 
observable

DM density
Direct/Indirect 

searches
Particle  
physics

 (TeV)DMm
0.05 0.1 0.2 1 2 3 4 5 10 20 30

)-1 s3
  (

cm
〉

 v
σ〈

-2710

-2610
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Einasto

Einasto 2

NFW 
H.E.S.S. 112h (2011), Einasto

Thermal relic density

-W+ W→254h, DM DM 

H.E.S.S. collaboration 
PRL 117 (2016) 

Indirect

Reference model

Galactic parameter
variation
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σ
��
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�
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MB + 
JCAP 1702 (2017)

Direct
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https://arxiv.org/abs/1503.02641
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Rotation Curve method

How to reconstruct DM density profile? 
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Huang et al

Observed RC

⇢bulge(x, y, z)

⇢disc(r, z)

⇢gas(x, y, z)

�bulge(x, y, z)

�disc(r, z)

�gas(x, y, z)

v2(r) =
X

i

v2i (r)

v2i (r) = r
d�i

dr

RC for the luminous component

Pato & Iocco, SoftwareX 6 (2017)
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gNFW density profile

⇢DM (r) = ⇢0

✓
R0

r

◆� ✓Rs +R0

Rs + r

◆3��

Three free parameters: γ, Rs, ρ0
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Rotation Curve method

How to reconstruct DM density profile? 
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Parameters of our analysis

Rotation Curve method

How to reconstruct DM density profile? 

⌃⇤

h⌧i

Mi 30 baryonic morphologies 

baryonic normalisation

DM parameters⇢0

Rs

�

1

2

3

4

R0 Sun’s galactocentric distance5

6

7

No.
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Scan the 7D parameter space to obtain the Likelihood profile

�2 =
X

j

�
v
j

� vobs
j

�2

�2
v

obs

j

+

�
h⌧i � h⌧iobs

�2

�2
h⌧iobs

+

�
⌃⇤ � ⌃obs

⇤
�2

�2
⌃obs

⇤

Further profile over      Mi, h⌧i,⌃⇤

7D parameter space: Mi, �, Rs, ⇢0, R0, ⌃⇤, h⌧i

Publicly  
available!

�2
RC(Rs, ⇢0, �, R0)
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Normalisation disc

Bovy & Rix 
ApJ 779 (2013)

Normalisation bulge

Popowski + 
ApJ 631 (2005)

h⌧iobs = 2.17+0.47

�0.38

⇥ 10�6 (`, b) = (1.50o,�2.68o) ⌃obs

⇤ = 38± 4M�pc
�2
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J [GeV/cm5]

101
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�
2

� =0.6
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Example: Galactic Center γ-ray excess

J =

Z

�⌦

d⌦

Z

l.o.s.
ds ⇢2

DM

(r(s, ))

ROI: 
40ox40o around GC with 
a strip of    2o along the 
Galactic plane excluded

±

χ2 profiled over: 

• baryonic morphology 
and normalisation, 

• Sun’s distance to GC, 
• DM parameters (scale 

radius and local DM 
density)
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RC analysis Priors

101 102 103

mDM [GeV]
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h�
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1 ]

Ackermann et al. 2015

Albert et al. 2016

Calore et al. 2015

this analysis

GCE analysis

�2

total

= �2

GCE

(h�vi,m
DM

,J ) + �2

RC

(Rs, ⇢0, �, R0

) + �2

Rs,⇢0,�,R0

 DM annihilation channelbb̄

Example: Galactic Center excess
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Likelihood profile (based on real data) for the reconstructed DM density 
profile in the MW. 

It represents state-of-the-art from observations only (no simulations).  

It takes into account astrophysical uncertainties on: 

  3D distribution of baryons (stars+gas) in the Galaxy; 

  weight of baryons with respect to total mass budget; 

  Sun’s galactocentric distance and 

  observed RC. 

It is available at:

Take away points (2)

It can be used in direct/indirect searches (e.g. GC/Galactic halo DM searches  
in gamma-rays, DM neutrinos searches, direct DM searches and local DM  
searches with antimatter). 
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https://github.com/mariabenitocst/UncertaintiesDMinTheMW
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Face-on (upper) and side-on (lower) 
projection of the 3D 
density of the Galactic bulge

M. Portail + 
[1608.07954]

Assumptions: 

‣  Rotationally supported 

‣  Objects move in circular 
orbits around the GC 

‣  The gravitational potential is 
axisymmetric

Only applies for R > 2.5 kpc

Rotation Curve method
CAVEAT
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How to reconstruct DM density profile  
in Galactic Bulge region? 

kpc(x, y, z) = (±2.2, ±1.4, ±1.2)

Stellar mass

M

i

⇤ =

Z

box

⇢

i

⇤(x, y, z) dV

Total mass

Portail + 
MNRAS 465 (2017)

M
total

= (1.85± 0.05)⇥ 1010 M�

 47

Iocco & MB 
Physics of the Dark Universe 15 (2017)
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Methodology

M
total

�M i

⇤ = M i

DM

�Mi

DM

=
q
�2
M

total

+ �2
Mi

⇤

MDM = (0.1� 0.7)⇥ 1010M�

M⇤ = (1.1� 1.7)⇥ 1010M�

gNFW density profile

⇢DM (r) = ⇢0

✓
R0

r

◆� ✓Rs +R0

Rs + r

◆3��

Study parameter space that  
gives a mass in excess or defect  
with respect to  
the allowed DM mass

DM mass corresponds to 7-37%
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Allowed DM mass
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Baryonic Morphology
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Galactic Bulge Region - Results: varying bulge morphology

Rs = 20 kpc

R0 = 8kpc

Same disc, varying bulge

Allowed at 1σ
Allowed at 2σ

Excluded at 2σ
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Galactic Bulge Region - Results: varying bulge morphology
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MDM = (0.32± 0.05)⇥ 1010 M�

“the dark matter density of our model has a […] 
shallow cusp or a core in the bulge region”

Core is not a necessary condition!

� ⇠ 1
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Portail + 
MNRAS 465 (2017)



• Our ignorance about the morphology of the bulge and the 
normalisation of the visible component prevents strong 
conclusions on the DM distribution in the inner 2.5 kpc. 

• Larger uncertainties for the slope of the profile (γ), DM 
distribution remain yet inconclusive.
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Take away points (3)
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