The magnetosphere–ionosphere system from the perspective of plasma circulation: A tutorial
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Abstract

This tutorial review examines the role of O\(^+\) in the dynamics of magnetosphere–ionosphere coupling. The life cycle of an O\(^+\) plasma element is considered as it circulates from the mid- to high-latitude ionosphere. Energization and diversion of the convecting plasma element into outflows involves Alfvénic turbulence at the low-altitude base of the cusp and plasmasheet boundary layer and in downward-current “pressure cookers.” Observational evidence indicating that O\(^+\) dominates the plasmasheet and ring current during extreme storm intervals is reviewed. The impacts of an O\(^+\)-enriched plasma on solar wind–magnetosphere–ionosphere coupling are considered at both the micro and global scales. A synthesis of results from observation, theory and simulations suggests that the presence of O\(^+\) in the magnetosphere is both a disruptive and a moderating agent in maintaining the balance between dayside and nightside magnetic merging.
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1. Introduction

It is difficult to imagine another pathway to convection that could lead to greater complexity or richer plasma dynamics of the coupled magnetosphere–ionosphere system than the phenomenon of magnetic reconnection. For four decades, this paradigm has generated theories and controversies for where and when reconnection should occur, why the episodic signatures and processes of reconnection in the magnetotail are so different from those at the dayside, and how the ionosphere regulates reconnection and convection. The scale of reconnection and its impacts on magnetospheric-ionospheric plasma circulation have also challenged observations at both extremes—global and micro. This tutorial will examine the interplay between magnetospheric and ionospheric plasma electrodynamics at these physical extremes. To be sure, observational progress has been steady (cf. Johnson, 1983; Shelley and Collin, 1991; Yau and André, 1997; Hultqvist et al., 1999; Huddleston et al., 2005), and the role of theory and computer simulation in advancing our understanding of magnetosphere–ionosphere system dynamics and plasma circulation has been indispensable.

We know that the motional electric field of the solar wind imposes a voltage across solar-wind connected, polar field lines (Reiff and Luhmann, 1986), and simple electrical considerations tell us...
that the conductivity of the high-latitude ionosphere should regulate the dayside region 1 currents generated by this dynamo action. However, only recently have we recognized that these currents can significantly modify the geometry of the magnetopause, the magnetosheath flow around it, and consequently, the rate at which interplanetary magnetic flux is delivered to the magnetosphere (Merkine et al., 2003; Siscoe et al., 2004). This electrodynamic feedback limits the dynamo efficiency, particularly for the strongly driven stormtime system, and it explains in part why the magnetosphere–ionosphere system operates at only a fraction of the power available to it from the solar wind dynamo (Fedder and Lyon, 1987). What exactly determines the fractional rate of power transfer from the solar wind to the magnetosphere, for given ambient conditions, is an important global problem in solar wind—magnetosphere coupling that cannot be understood without consideration of the influence of the ionosphere in this coupling.

Our understanding of inertial feedback between the magnetosphere and ionosphere is presently in a far murkier state. It is well known that the high-latitude ionosphere is a persistent source of outflowing plasma and essentially the only source of singly ionized oxygen in the magnetosphere (Yau and André, 1997; Chappell et al., 2000). But are there implications of populating the magnetosphere with ionospheric O+ that result in fundamentally different system dynamics? Is magnetospheric structure sensitive to the relative rates of supply and distribution of plasma from the solar wind and the ionosphere, or to the mass composition of the magnetosphere? Observation has revealed that the ionosphere does release enormous fluxes of O+ during active periods, and it is known that ionospheric O+ can dominate the plasma sheet (Peterson et al., 1981) and ring current (Lennartsson and Sharp, 1982) during such periods. The more recent observations to be considered here focus on the relationship between the mass composition of these regions and storm and substorm dynamics (Kistler et al., 2005; Nosé et al., 2005), especially for extreme events. New insights into the electrodynamic coupling between the solar wind, magnetosphere and ionosphere have emerged from investigations of the integrated system during storm intervals (Ober et al., 2003), and we might therefore expect to improve our understanding of inertial coupling and feedback in the solar wind–magnetosphere–ionosphere system by also focusing on such periods.

This descriptive overview examines some basic aspects of ionospheric plasma transport and energization, their implications for an upward exodus of ionospheric plasma, and the fate of the outflowing ionospheric plasma in the magnetosphere. The organizing perspective is the life cycle of an ionospheric O+ plasma element as it convects from the midlatitude, dayside ionosphere through the dayside “convection throat”, across the polar cap, into the nightside auroral zone, eventually merging into the sunward return flow. Along the ionospheric convection path, the plasma content of the element is progressively diminished through diversion of the convective transport into upward, field-aligned flows. Upon escaping gravity through processes that remain poorly understood, the liberated and energized O+ ions join the magnetosphere circulation, but their presence seemingly has the capacity to undermine the dayside–nightside balance of magnetic flux transport. The impact of O+ ionospheric outflow on solar wind–magnetosphere–ionosphere system dynamics is considered, although, as suggested above, the discussion here is somewhat tentative.

2. Surges in ionospheric plasma transport

Storm-enhanced transport of ionospheric plasma to high-latitudes is a consequence of at least two coincident conditions: (1) an inflated mid-latitude F region caused by the penetration of stormtime electric fields at low latitudes (Kelley et al., 2004); and (2) enhanced convection and entrainment of the mid-latitude dayside ionosphere in the polar circulation pattern (Foster et al., 2004). These conditions produce a plasma convective surge that flows toward the dayside convection throat from mid-latitudes. The phenomenon may be observationally visualized by projecting “instantaneous” maps of total electron content (TEC) derived from ground GPS receivers onto a “simultaneous” snapshot of the global convection pattern inferred from SuperDARN measurements (Foster et al., 2005). Fig. 1 shows such a surge, or “tongue of ionization” (Sato, 1959; Sojka et al., 1993). 2 h after its leading edge first entered the dayside cusp, nominally located at 70–75° latitude. It carries $10^{26}$ ions/s from the mid-latitude ionosphere into the convection throat (Foster et al., 2004). The TEC increase in the cusp, and/or immediately poleward of it, is due in part to the precipitation of soft magnetosheath electrons (Knudsen, 1974).
The TEC values are seen to be largest in the mid-latitude dayside region and progressively decrease, with some variability, along the convective path as the plasma moves across the polar cap from dayside to nightside. The weak antisunward gradient in TEC over the polar cap may arise from the divergence of streamlines evident in Fig. 1. Plasma diffusion enhanced by gradient–drift instabilities (e.g., Sojka et al., 1998) may also play a role, but because diffusion is most effective at steep gradients, the fast convection appears to maintain the integrity of the large-scale surge as it traverses the polar cap.

The topside plasma density decreases in and poleward of the cusp where the convecting F-region plasma is diverted into field-aligned outflows, as described in more detail below. Note that these outflows continue to contribute to the TEC until they reach several R_E altitude, at which point they are above the line of sight of the GPS satellites used to infer TEC. Thus the reduction in the topside density is not as evident in the TEC maps as in incoherent scatter radar data (Foster et al., 2005).

The character of the outflow, and the energization that enables O^+ to overcome gravity, varies along the convection path. The dayside cusp and the nightside auroral-polar cap boundary regions corresponding, respectively, to the low-altitude projections of dayside and nightside reconnection activity exhibit intense Alfvén-wave turbulence, ion transverse heating and upward field-aligned ion flows. At higher latitudes, a thermal polar wind expands into the low-pressure lobe from the polar cap (Banks and Holzer, 1968). The stormtime polar wind exhibits considerable structure in space and time (Schunk and Sojka, 1997) and can be dominated by O^+ (Yau and André, 1997), in contrast with the non-stormtime polar wind which, statistically, is an H^+ polar wind, at least near solar minimum. At solar maximum an elevated topside density resulting...
from enhanced solar EUV fluxes sustains larger \( \text{O}^+ \) thermal outflows relative to the solar-minimum average (Cannata and Gombosi, 1989; Abe et al., 2004), much more so than the relative increase in \( \text{H}^+ \) outflow from solar minimum to maximum, thus resulting in higher concentrations of \( \text{O}^+ \) in the polar wind at solar-maximum (Cully et al., 2003).

The processes responsible for producing the polar wind are actually present at essentially all latitudes, including those in and equatorward of the auroral zone; however, the associated outflow is substantially modified from the “classic polar wind” at nonpolar latitudes by wave–particle interactions and outflow-limiting boundary conditions.

The plasma tongue shown in Fig. 1 upwells again relative to its polar cap signature as it drifts into the nightside auroral zone where Joule heating and soft electron precipitation are enhanced relative to their rates in the polar cap. Some of the ions are energized by parallel electric fields and become upward field-aligned ion beams in regions of upward field-aligned current and inverted-V electron precipitation. As the now more strongly diverging plasma elements of the tongue move into the low-latitude portion of the premidnight auroral oval and turn sunward, they enter a zone of downward-directed field-aligned current, i.e., the duskside region-2 current. Time-dependent, downward-directed, field-aligned electric fields exist in such regions (Carlson et al., 1998; Andersson et al., 2002), as well as in smaller scale, return current regions associated with auroral arcs. These regions give rise to the so-called pressure cooker effect (Gorney et al., 1985), which also produces large outflows.

Table 1

<table>
<thead>
<tr>
<th>Process and Region</th>
<th>Quiet (Kp = 0–2)</th>
<th>Active (Kp = 3–5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \text{H}^+ )</td>
<td>( \text{O}^+ )</td>
</tr>
<tr>
<td>Polar wind (solar max)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polar cap</td>
<td>0.9–1.1</td>
<td>0.5–0.7</td>
</tr>
<tr>
<td>Auroral</td>
<td>1.8–2.6</td>
<td>0.8–1.2</td>
</tr>
<tr>
<td>Upwelling ions (solar max)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cleft</td>
<td>~0.5</td>
<td>~2.0</td>
</tr>
<tr>
<td>Upflowing ions (solar max)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polar cap</td>
<td>0.3–0.5</td>
<td>0.3–1.0</td>
</tr>
<tr>
<td>Auroral</td>
<td>2.0–3.1</td>
<td>1.2–4.1</td>
</tr>
<tr>
<td>Upflowing ions (solar min)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polar cap</td>
<td>0.5–0.8</td>
<td>0.1–0.3</td>
</tr>
<tr>
<td>Auroral</td>
<td>1.8–2.8</td>
<td>0.4–0.9</td>
</tr>
</tbody>
</table>

*From Yau and André (1997).

To put the above claim in context, the statistical classification of ion outflows developed by Yau and André (1997) is duplicated here as Table 1. A revised version of the table and its classification scheme should probably be undertaken in light of the many subsequent and relevant results derived from the Akebono (Cully et al., 2003; Abe et al., 2004), FAST (Andersson et al., 2005), Polar (Peterson et al., 2001, 2006; Lennartsson et al., 2004), and Geotail, Interball and Cluster (Bouhram et al., 2004; Nilsson et al., 2006) satellites. In particular, Yau and André’s superthermal “upwelling” population in the cleft may be mainly the low-altitude and/or low-energy signature of what they identify as “upflowing ions” in the polar cap, both being a consequence of ion energization and outflow from the low-altitude cusp region. Yau and André’s auroral polar wind may also become their auroral “upflowing ions” if the auroral polar wind ions are energized above the altitude where they are identified as a polar wind. If such reclassifications are appropriate, they indicate that the cusp and auroral outflows are the dominant source of ionospheric plasma, especially \( \text{O}^+ \) ions, flowing into the magnetosphere.

3. Alfvénic energization and outflow

The production of intense fluxes of outflowing superthermal ions requires two primary ingredients: (1) a high-density topside source plasma, which may be produced in several different ways as described
below; and (2) a source of electromagnetic power cascading to the extreme low-frequency regime where efficient wave-ion energy transfer occurs (Lund et al., 2000). This power flows as a Poynting flux along geomagnetic field lines from magnetospheric dynamo regions. The optimum altitude for production of intense outflows is not known precisely and may vary with the particular wave–particle interactions involved. Most of the microscopically wave–particle interactions that produce transversely accelerated ions break the first adiabatic invariant. Because the ion gyroradius and gyroperiod increase with altitude, the mechanisms that produce transverse ion acceleration prefer relatively high altitudes. However, if the altitude of the energization region is too high, few ions will be energized because the density of the ionospheric source plasma decreases with altitude and will be relatively low. Variations in wave propagation characteristics with ambient properties also complicate an assessment of the optimum altitude for energization. After attaining sufficient perpendicular energy, the transversely accelerated ions are propelled upward by the mirror force and escape into the magnetosphere.

From a systems perspective, the causal relationships between electromagnetic power flowing into a low-altitude energization region and the properties of the superthermal ion fluxes flowing upward from it are not very well characterized. For example, we do not yet know how to specify, in general terms, the rate of outflow for given input power. A comparison between empirical studies based on FAST (Strangeway et al., 2005) and Polar (Zheng et al., 2005) satellite data suggest that such relationships may be quite complicated, with hidden or untested variables modifying the relation for different ambient conditions. The transport law undoubtedly depends on both the frequency and wavenumber spectra of the power source and the initial density, stratification, composition and energy of the source plasma. Both DC and time-variable electromagnetic power flows are relevant, but the associated pathways to ion energization can be very different. Two different processes will be discussed here: (1) energization in cusp and auroral-polar cap boundary regions wherein the AC Poynting flux transmitted from the magnetosphere by Alfvén waves is the primary agent; and (2) energization in downward current regions sustained by DC Poynting fluxes on the large scale; these regions eventually break-up into filamentary currents of feedback-unstable, ionospheric Alfvén resonator modes.

The flowchart developed by Strangeway et al. (2005) to illustrate the interrelationships between the various processes leading to cusp-region ion outflow builds on a large body of previous work and identifies two primary causes of $F$-region upwelling: (1) ion frictional heating in the $E$ and lower $F$ layers due to enhanced convection, wherein bottomside heating increases the upward ion pressure gradient, thereby causing upwelling; and (2) an upward ambipolar electric field in regions of enhanced soft ($\sim 100$ eV) electron precipitation, e.g., in the cusp and nightside Alfvénic regions. Soft electron precipitation deposits energy in the $F$ region, increases the upward electron pressure gradient there, and, through the ambipolar field, forces the $F$-region ions upward, again causing upwelling. Modeling studies (Liu et al., 1995) indicate that soft electron precipitation is usually more effective in producing upwelling than Joule heating. The TEC-convection map in Fig. 1 and supporting analysis by Foster et al. (2005) suggest an important third way of swelling the topside ion density in the cusp energization region, also in the nightside auroral-polar cap boundary region: convection of a parcel of inflated topside ionosphere into the energization region from another region of the ionosphere.

Fig. 2 adapted from Zheng et al. (2005) shows in situ measurements in an energization region near 1 RE altitude above the magnetic footprint of the cusp. The signature of the cusp is evident in the enhanced ion and electron fluxes from 1624 to 1628 UT. The outflow flux for this event exceeds $10^{12}$ ions/m$^2$ s$^{-1}$ (third panel down), during a period of moderate geomagnetic activity ($K_p$ 3). According to Zheng et al. the outflowing ion flux is dominated by O$.^+$ It correlates well with the soft electron precipitation in the bottom panel and with the field-aligned, downgoing Poynting flux, bandpass filtered at 1/600–1/6 Hz. This event is typical of low-altitude cusp-region outflow, which is always a significant source of O$.^+$, especially during storm times and during the passage of coronal mass ejections past earth (Moore et al., 1999). The cusp also continues to be an important though not dominant source of outflowing O$.^+$ during nonstorm periods (Peterson et al., 2006).

As the ions stream upward along antisunward convecting magnetic field lines typical of southward IMF conditions, the resulting dispersion of the outflow, with higher energy ions reaching higher
altitude at lower latitudes (sunward of the pole), has been termed the cusp or cleft “ion fountain” (Lockwood et al., 1985). The ion fountain is a permanent feature of dayside outflows, although, as the variation in ion number flux in Fig. 2 attests, it never achieves steady-state conditions (Bouhram et al., 2004). The persistent enhanced Poynting fluxes flowing into the low-altitude cusp region from the magnetosphere are almost certainly stimulated by variability at the magnetopause, including boundary disturbances attributed to time-dependent reconnection and upstream pressure and IMF variations. Direct access of ULF waves into the cusp may also contribute to the field-aligned Poynting flux flowing to low altitude. This variability coupled with variable convection and soft electron precipitation and structure in the topside ion source all contribute to the non-stationarity of the cusp-region outflows observed at higher altitudes.

The ion outflow and energization depicted in Fig. 2 actually represents only a slice of the larger picture. Combined observations from FAST and Akebono below 1.6 RE altitude, from Interball 2 at 1.5–3 RE altitude, and from Cluster at altitudes >3.5 RE in the cusp/cleft region indicate that the cusp/cleft ion fountain is heated continuously up to an altitude of about 3.5 RE and attains maximum energies of a few keV (Bouhram et al., 2004). This 3.5 RE high heating zone, straddling cusp field lines and spanning 1–2° of invariant magnetic latitude, has been termed the polar cusp “heating wall” (Knudsen et al., 1994). For all IMF orientations, the outflow evidently starts on average about 1.5° equatorward of the low-latitude edge of the cusp, where the parallel and perpendicular temperatures are observed to be elevated by a factor of 3 relative to those at the higher-latitude edge of the cusp (Valek et al., 2002). This cleft region outflow is connected with mode conversion of surface waves.
into kinetic Alfvén waves in the low-latitude boundary layer, with attendant ion heating at lower altitudes (Chaston et al., 2005).

Returning to the picture of storm-enhanced convection depicted in Fig. 1, it seems imminently plausible that as the swelled topside ionosphere convects into the cusp from lower latitudes, the electromagnetic power already flowing into the cusp-region ionosphere from high altitude will energize the underlying convecting plasma, thereby augmenting any pre-existing outflow in the cusp. This causal scenario has not yet been recorded in an event study on the dayside. However, the data shown in Fig. 3 demonstrate that it has clearly been seen on the nightside (Semeter et al., 2003).

The bottom portion of Fig. 3 shows 5 min of vertical scans from the Sondrestrom incoherent scatter radar with the three panels from bottom up showing upward ion number flux (\(F_i\)), upward ion velocity (\(V_i\)) and plasma density (\(N_e\)) as functions of altitude and UT. The large F-region density “patch” evident between 23:29:30 and 23:30:30 UT convected from the premidnight polar cap into the field of view of the ISR, at a time when the polar cap boundary was above the radar. The patch subsequently drifted to lower latitudes into the auroral zone.

The 1 min averages of the plasma density, upward ion velocity and upward number flux versus altitude shown in the top panels were recorded just before, during and after the patch drifted through the field of view. The upward ion velocity in the topside F region was enhanced throughout the entire interval and did not change substantially during the

---

**Fig. 3.** Sondrestrom incoherent scatter radar measurements of upward ion flux (\(F_i\)), velocity (\(V_i\)) and electron density (\(N_e\)) during the overhead passage of a polar plasma patch drifting from the polar cap into the nightside auroral zone. Plots in upper panels are one-minute averages over intervals indicated in lower panels (adapted from Semeter et al., 2003).
encounter with the patch (upper middle plot), while the number density and upward number flux essentially doubled when the patch was within the ISR field of view. This event provides compelling evidence for the concept of a magnetospherically powered, spatially locked energization region, with the underlying ionospheric source population convecting through it, thereby enhancing the magnetosphere’s uptake of ionospheric plasma. It is reasonable to assume that this process also operates in the cusp region.

This causal sequence is distinct from the dynamic process reported by Carlson et al. (2006), wherein transient dayside reconnection causes an equatorward leap of the dayside plasma flow boundary, which “captures” a parcel of subauroral plasma that subsequently flows directly into the polar cap, creating a locally enhanced (primarily H\(^+\)) polar wind or propagating polar jet above its convective trajectory (Schunk et al., 2005).

While the low-altitude cusp and cleft regions are the most persistent sources of magnetospheric O\(^+\), accounting for about 1/3 of the total O\(^+\) outflow during quiet times at solar minimum (Peterson et al., 2006), the nightside auroral region produces the most energetic and largest peak fluxes of O\(^+\) outflows during active periods (Tung et al., 2001). The event shown in Fig. 4 (adapted from Paschmann et al., 2003) illustrates the morphology of nightside auroral outflows and their relation to electron characteristics, field-aligned current and low-frequency turbulence. From top to bottom, the figure shows the east-west magnetic and north–south electric fields, electron energy and pitch angle distributions and upflowing ion flux recorded by the FAST satellite in the premidnight auroral sector. Consider the time sequence from the perspective of the underlying ionospheric plasma entrained in the high-latitude convection, e.g., Fig. 1.

**Fig. 4.** FAST satellite pass on 13 February 1997 across the premidnight northern auroral zone at an altitude of about \(12\)\(R_E\) showing three characteristic acceleration regions: (1) Alfvénic boundary plasma sheet just equatorward of the polar cap boundary, (2) upward field-aligned current (inverted-V) regions, and (3) downward field-aligned current regions (adapted from Paschmann et al., 2003).
Keiling et al. (2003) have shown that the cusp and premidnight boundary plasma sheet regions statistically are the principal sites of intense Alfvénic Poynting fluxes (left panel of Fig. 5). Their analysis of two years of Polar satellite data of electromagnetic fluctuations in the passband from 6 to 180 s indicates that, on average, Alfvénic power transmitted to altitudes below the Polar satellite is substantially absorbed. FAST particle data obtained at altitudes below Polar indicates that power in this passband is absorbed primarily by electrons, which creates the intense field-aligned fluxes of superthermal electrons (Chaston et al., 2003; Dombeck et al., 2005) evident in the region of Alfvénic activity in Fig. 4. Some of the Alfvénic power is also absorbed by transversely accelerated ions (TAIs), producing keV ions at FAST altitudes (Chaston et al., 2004). As in the cusp regions, the action of the mirror force on the TAIs produces the observed ion outflows.

The statistical pattern of intense Alfvénic activity in Fig. 5 exhibits some similarities to the observed statistical pattern in the number flux of outflowing O\(^{+}\) (right panel of Fig. 5) derived from Polar-satellite perigee passes near 1-R\(_{E}\) altitude by Lennartsson et al. (2004). The regions of greatest Alfvénic activity and O\(^{+}\) outflow occur in approximately the same local time sectors, but the latitudes of the most intense outflows in the premidnight sector occur at lower latitudes than those of the intense Alfvénic activity. Some of the differences in the patterns of Poynting and O\(^{+}\) fluxes may be due to (a) different sampling periods for the data, (b) different altitudes of measurement, and (c) different binning and magnetic mapping procedures. The lower latitude of intense premidnight O\(^{+}\) fluxes relative to that of intense Poynting fluxes may also be caused by persistent outflows from “pressure cookers” in the region-2 downward currents as described below. A statistical study based on the lower altitude FAST data is consistent with the conclusion that the greatest fluxes of outflowing O\(^{+}\) occur near the polar cap boundary, but the characteristic energy of the O\(^{+}\) outflow is largest near the equatorward boundary, especially in the midnight sector (Andersson et al., 2005). The variation in characteristic energy across the auroral oval is undoubtedly due to the different energization processes operating in different regions as discussed below. Not surprisingly, the observed statistical pattern of dc Poynting fluxes flowing to low altitude reported by Gary et al. (1995) and Olsson et al. (2004) does not correlate as well with the regions of intense outflows, particularly on the nightside. The
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most intense dc Poynting fluxes occur in regions where the dayside region 1 currents are diverted via Pedersen currents into the dayside region 2 currents. Upwelling occurs in such regions but not necessarily outflow.

Returning now to Fig. 4 and continuing from right to left from the Alfvénic BPS region, a relatively narrow, probably substorm-induced, pair of field-aligned currents, upward then downward, is encountered. A larger-scale system of up-then-down currents, characteristic of the region 1/2 currents of Iijima and Potemra (1976), occurs equatorward of the narrower current pair. This auroral crossing suggests that regions of downward field-aligned current sustain the second largest fluxes of auroral ion outflows, approaching $5 \times 10^{11}$ ions/m$^2$s for this event, after the BPS region of Alfvénic activity and greater than the outflowing ion flux in regions of upward field-aligned current. This same relative ordering of the magnitude of outflow flux is expected to persist at higher altitudes. The quasi-static, upward-directed, parallel electric fields that occur in regions of upward field-aligned current (inverted V precipitation regions) to first order preserve the field-aligned ion flux while adiabatically boosting the ion beam energy.

The large outflows in the downward current regions are created through the action of an “ion pressure cooker” (Gorney et al., 1985; Lynch et al., 2002), formed by downward parallel electric fields that retard the upward motion of the ions while the mirror force retards their downward motion. When the trapped ions are subjected to turbulent heating by the broadband extreme low-frequency (BBELF) fluctuations evident in the north–south electric field in the downward current regions in Fig. 4, they are steadily energized until the perpendicular energy of the ions is sufficiently large that the upward mirror force ($-v_i^2 B \nabla B^{-1}$) exceeds the downward electrostatic retarding force. The striking coincidence in Fig. 4 of BBELF turbulence in nightside regions of downward current, with a relative paucity of turbulence in upward currents, begs for an explanation.

To understand the phenomenon, it is necessary first to consider the basic electrodynamics of MI coupling in up-down field-aligned current pairs. The right panel in Fig. 6 is a schematic adapted from a figure developed by Opgenoorth (in Paschmann et al., 2003) of the ionosphere where the field-aligned currents close as Pedersen currents in the E and lower F regions. In the upward current channel, the precipitating electrons increase the ionospheric conductivity. Since precipitating electrons in upward currents are usually energized to keV and larger by parallel electric fields near 1 RE altitude, the enhancement in conductivity is significant because each precipitating energetic electron produces multiple ionizations. This enhanced conductivity shields (reduces) the perpendicular electric field in the ionospheric conducting layer, as required by Ohm’s law and current continuity. In the adjacent downward current channel an upward exodus of electrons from the conducting layer is required to carry the downward current, while the ions in the conducting layer migrate across field lines to the upward current channel to neutralize the precipitating electrons. The net effect is a local...
reduction in conductivity below the downward current, so that a larger perpendicular electric field is needed to drive the required Pedersen current in the downward current channel.

One immediate consequence of this situation is a partition of the field-aligned Poynting flux required to power the up-down current system. The Poynting flux is mostly converted to field-aligned electron energy at higher altitudes in the upward current channel. A larger fraction of the Poynting flux is required to power the more dissipative Pedersen current in the low-conductivity channel below the downward current. The rocket observation from Evans et al. (1977) shown in the left panel of Fig. 6 convincingly confirms this effect. The abrupt change in the combined energy flux across the up-down boundary in the Evans et al. data suggests that some of the downward-directed Poynting flux in the downward current channel is absorbed above the measurement altitude. The formation of downward parallel electric fields in downward current channels, and the attendant energy absorption that creates the upward accelerated, superthermal electrons evident in Fig. 4 in such regions, probably accounts for most of the difference.

The situation shown in Fig. 6 can never reach a true steady-state because the upward exodus of electrons in the downward current channel would eventually require an intolerably large electric field to maintain current continuity in the ionospheric conducting layer. The time scale for severe plasma depletion in the nightside ionosphere is on the order of 10 s (Doe et al., 1995).

The development of a low-conductivity, high-electric-field state of the conducting layer promotes the so-called feedback instability (Atkinson, 1970; Sato, 1978) of the ionospheric Alfvén resonator (Lysak and Song, 2002; Pokhotelov et al., 2002). This cavity resonator is bounded by the ionospheric conducting layer at low altitude; its lossy upper boundary is formed in part by the steep gradient in Alfvén speed at altitudes of 1–2 R_E. Apropos of the situation in downward current channels, a low-loss upper boundary is created by the effective resistivity of a downward-directed parallel electric field (Streltsov and Lotko, 2003).

Simulations of the nonlinear evolution of the feedback instability in up–down current pairs produce the filamentary field-aligned currents and intense BBELF electric field fluctuations, observed in the downward current regions in Fig. 4. Rubber-sheet representations of simulated j_i (left) and E_{NS}(right) are shown in Fig. 7 taken from Streltsov and Lotko (2004). The fiduciary t = 0 marks the time at which the large-scale up-down current pair is firmly established in this time-dependent simulation of Alfvén wave dynamics in dipole geometry. A simplified version of the active ionospheric model described by Doe et al. (1995) is included, together with magnetic field-aligned plasma inhomogeneity representative of nightside flux tubes bounded by 7.25 < L < 8.25. At t = 0, the downward current, corresponding to the (right) downward deflection in the rubber-sheet plots of j_i, starts draining the electrons in the simulated Е-region. Feedback instability subsequently develops on a time scale of one minute when the first 10-km scale structure is well developed. As time proceeds, additional small-scale structure develops in both j_i and E_{NS}. These feedback-unstable resonator modes eventually fill the downward current channel and thwart continued drainage of the ionization required for the Pedersen current.

4. Ionospheric exodus and fate

The outflows discussed above contribute mass, momentum and energy to the magnetosphere. As discussed below, they can comprise the dominant population of the plasmasheet during storms when the outflow rate is high and convection is strongly enhanced. High time resolution measurements from the Cluster satellites have shown that H^+, He^+, and O^+ ions are injected into the tail during substorms from the nightside ionosphere, with a single injection accounting for over 80% of the oxygen population of the midtail plasmasheet during storms (Sauvaud et al., 2004). Inside the lobes, during disturbed times, ionospheric oxygen ions appear as quasi-field-aligned, nearly mono-energetic beams, propagating antisunward from the ionosphere (Sharp et al., 1981; Seki et al., 1998; Sauvaud et al., 2004). Coincident O^+ and H^+ beams with the same energy are sometimes observed, as well as beams in which all mass constituents move with approximately the velocity (Sharp et al., 1981). The former case may be associated with energization by parallel electric fields that give rise to mass-independent energization. The latter case is most likely associated with centrifugal acceleration (Cladis, 1986) of boundary layer and cleft ion fountain ions. Centrifugal acceleration (v_F · dB/dt) with b = B/B is independent of both mass and charge, so all species experiencing it will follow the
same path in the magnetosphere and undergo the same acceleration, with an increase in parallel velocity by factors of 10–100 upon reaching the center plane of the magnetotail at distances greater than about 12 RE from the earth (Cladis et al., 2000). Upon encountering a thin magnetotail neutral sheet, energized ionospheric particles are subjected to nonadiabatic scattering and further acceleration in the cross-tail convection electric field.

Under normal conditions, the density of O\(^+\) ions in the plasmasheet never exceeds that of protons;
however, they may contribute tens of percent to the total number and even approach the number density of $H^+$ near the centerline of the magnetotail (GSM Y,Z ≈ 0) when the auroral electrojet index AE is large (Lennartsson and Shelley, 1986). For unusual conditions surrounding stormtime substorms, $O^+$ can actually dominate the both ion pressure and number density of the plasmasheet. Fig. 8 shows plasmasheet ion data for such an event (adapted from Kistler et al., 2005), a moderate storm characterized by a $Dst$ minimum of $-150$ nT. The increase in plasma pressure during the substorm growth phase is punctuated by a peak at substorm onset at approximately 0927 UT, with a subsequent decrease in both pressure and the inferred half-width of the magnetotail current sheet to 10% of their growth phase values. The proton ion velocity is initially tailward indicating that the X-line was earthward of the spacecraft; $V_x$ reverses at 0941 UT, becoming earthward, indicating that the X-line has migrated tailward of the spacecraft. About one minute after the $V_x$ flow reversal in $H^+$, oxygen becomes the dominant plasmasheet ion. However, its density has not appreciably increased; rather the $H^+$ density is smaller on the earthward side of the X-line.
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**Fig. 8.** Cluster satellite traversal of the plasmasheet during a stormtime substorm. The plasmasheet density and pressure are dominated by $O^+$ during the expansion and recovery phases (adapted from Kistler et al., 2005).
The inferred half-width of the current sheet and the total plasma pressure are minimal during the interval when O⁺ strongly dominates the plasmasheet number and energy densities, with the O⁺/H⁺ density ratio approaching 10 and the pressure ratio exceeding 10. This extreme situation persists until H⁺ starts to replenish at about 0955 UT, perhaps from a dawnside solar wind source, although oxygen continues to dominate the pressure of the plasmasheet during substorm recovery. A similar analysis of a nonstorm–substorm by Kistler et al. (2005) shows that the plasmasheet O⁺/H⁺ number (<0.4) and energy (<0.9) density ratios never exceed one during the event, but, like the stormtime substombs, both ratios increase after onset, with the largest values achieved after the X-line migrates tailward of the spacecraft. The major difference involves the absolute number densities; the plasmasheet is more tenuous for the nonstorm-substorm described by Kistler et al. For the storm-substorms, \( n_{\text{H}} \approx 1/\text{cm}^3 \) before substorm onset and drops by almost two orders of magnitude after onset, while \( n_{\text{O}} \approx 0.1/\text{cm}^3 \) initially and undergoes a comparatively modest depletion after onset. For the nonstorm–substorm analyzed by Kistler et al., initially \( n_{\text{H}} \approx 0.3/\text{cm}^3 \) and \( n_{\text{O}} \approx 0.02/\text{cm}^3 \); \( n_{\text{H}} \) decreases by 1/3 after onset. From this limited sample of data from the polar-orbiting Cluster satellites, one might conclude that the stormtime plasmasheet is denser and contains an order of magnitude more oxygen relative to the nonstorm plasmasheet and becomes almost devoid of H⁺ during a storm–substorm. However, complementary statistical results from the ISEE equatorial spacecraft suggest that the plasmasheet density and composition are likely to be very inhomogeneous during such events, with the largest relative abundance of O⁺ near GSM Y ≈ 0 (Lennartsson and Shelley, 1986).

It is not clear exactly why the plasmasheet number density of H⁺ decreases more than that of O⁺ during a storm–substorm expansion. Perhaps both O⁺ and H⁺ are severely depleted by the magnetotail collapse and associated earthward injection; however, with the lobes still dominantly filled with O⁺, the oxygen starts replenishing almost immediately while the dawnside solar wind supply of H⁺ takes longer to reach the satellite. The extreme dropouts in both species shortly after substorm onset add some credibility to this idea.

Möbius et al. (1987) observed that plasmasheet O⁺ ions are nonadiabatically accelerated in the magnetotail dipolarizations accompanying substorm expansions, with the increase in O⁺ energy exceeding that of H⁺ by factors of 2 or more (see also Nøse et al., 2000). This effect is also evident in Fig. 8 starting at 0927 UT. However, the progressive increase in the ratio of O⁺/H⁺ pressure during substorm expansion in Fig. 8 seems to be due to a progressive decrease in the H⁺ pressure relative to the O⁺ pressure once the flow remains steadily earthward. The ion energy spectra reported by Kistler et al. suggest that this late expansion-phase decrease in the H⁺ pressure is mostly regulated by the decrease in H⁺ number density. The O⁺ pressure evidently sustains the plasmasheet against the lobe magnetic pressure during the interval of O⁺ dominance.

The strongly nonadiabatic energization of O⁺ during magnetotail dipolarizations shapes the injections of these ions in the inner magnetotail and is responsible for their rapid acceleration to ring current energies of tens to hundreds of keV (Birn et al., 2004). It is therefore not surprising that the increase in the ratio of O⁺/H⁺ energy density in the ring current with increasing Dst follows the same trend as that of the plasmasheet, as shown in Fig. 9. The increase in plasmasheet O⁺ density with Dst and the development of a partial ring current associated with plasma injections from the magnetotail may also explain in part why the O⁺ number density near the duskside magnetopause on average is a factor of 4 larger than that at the dawnside magnetopause and why significantly more O⁺ is found in the duskside magnetosheath than in the dawnside magnetosheath (Bouhram et al., 2005).

The energization of topside auroral ions in downward current regions, such as the mid-latitude, duskside region-2 currents, may provide a direct channel for populating the outer ring current without the ionospheric ions first being processed through the plasmasheet, as occurs for cusp and nightside BPS sources. However, if these outflowing ions never encounter the inductive electric fields of a magnetotail collapse, their characteristic outflow energies of several keV may remain moderate and their contribution to the ring current modest. Wygant et al. (1998) have reported the development of large-scale, stormtime electric fields penetrating into the middle and inner magnetosphere, for durations of an hour or more, with the capacity to inject ring-current ions from \( L = 8 \) to \( L = 2.4 \) and to energize the particles to energies of 300 keV. For some storms, these inner magnetospheric...
penetrating electric fields may do the job of substorm-induced electric fields. Large-scale, penetrating electric fields are not fully understood. The ionospheric conductivity appears to play a role in regulating their distribution (Anderson, 2004) and that of the ring current (Liemohn et al., 2005). The observations reported by Wygant et al. of penetrating electric fields in the premidnight sector of the 24 March 1991 storm suggests a possible relation to the partial ring current. The ion pressure associated with the partial ring current leads to stronger duskside Birkeland currents and an asymmetric inflation of the magnetosphere, shifting the ionospheric projection of the currents and their closure through the ionosphere to lower latitudes (Anderson et al., 2005).

5. Impacts on MI coupling

The influence of ionospheric outflow on storm and substorm dynamics has been discussed previously by Daglis and Axford (1996). The models and observations available at that time suggested that an O\(^+\)-rich plasmasheet influences the onset of substorm expansion and its tailward location by modifying the stability properties of the plasmasheet, while an O\(^+\)-rich ring current supports larger amplitude magnetic storms, with the rapid initial recovery characteristic of great storms attributed to the rapid loss of O\(^+\) ions via charge exchange in the inner ring current. However, an examination (Peterson, 2002) of more recent data and models was unable to affirm or refute the hypothesis that higher abundances of O\(^+\) in the plasmasheet initiate plasma instabilities leading to substorm onset. In addition, if the trend evident in Fig. 9 is a consequence of storm-enhanced O\(^+\) outflows first populating the plasmasheet and inner magnetosphere, and eventually the ring current, then the causality for storms is not entirely clear either: Does an O\(^+\)-rich ring current make big storms or do big storms make the ring current O\(^+\)-rich?

O\(^+\) dominance of the ring current and the fast charge exchange rate of \(~100\) keV O\(^+\) relative to H\(^+\) is not the only agent for fast ring-current recovery; for some storms, flow-out loss of the partial ring current to the magnetopause, combined with compositional changes of the plasmasheet source, may account for a substantial part of the initial fast decay of a two-stage recovery (Liemohn et al., 2001). The stormtime ring current clearly involves a dynamic interplay between substorm electric fields, storm-induced penetrating electric fields, variable plasmasheet source densities and

Fig. 9. Ion composition of the ring current and plasmasheet versus Dst (from Nosé et al., 2005).
composition, and particle loss mechanisms. Attempts to characterize storm dynamics in terms of a universal paradigm are bound to be disappointing (Daglis et al., 2003).

The presence of oxygen in the velocity shear layer at the magnetopause may enhance flow-out loss there. The observed abundance of ~few keV O⁺ ions near the duskside magnetopause lowers the threshold for Kelvin–Helmholtz instability because the increased mass density of the O⁺-enriched plasma more closely matches the magnetosheath proton mass density, thereby facilitating the instability’s preference for a uniform mass density across the shear layer. The resulting K–H unstable surface waves would presumably enhance plasma transport across the duskside magnetopause. Recent cluster observations and analysis provide convincing evidence for this effect (Bouhram et al., 2005).

An H⁺–O⁺ admixture in the magnetotail not only has the capacity to modify stability properties, as reviewed by Daglis and Axford (1996), but also the rate and distribution of reconnection. Shay and Swisdak (2004) find that the maximum reconnection outflow in a 2D two-species fluid simulation is about 3 times that in a three-species fluid with \( n_O/n_H = 0.64 \) and magnetic symmetry representative of the magnetotail. The reconnection rate in the three-species simulation is about 2/3 the rate in the two-fluid plasma. This reconnection rate is either a factor of 2 larger than expected based on the simulated outflow, or the outflow rate is a factor of 2 slower than expected based on the reconnection rate. Given the simulation condition, \( m_O\mu_O \gg m_H\mu_H \), Shay and Swisdak surmise that the expansion phase of substorms will take longer and will reconnect less lobe magnetic flux in the same amount of time. While the fractional O⁺ abundance in the bottom panel of Fig. 8 prior to substorm onset is only about \( \frac{1}{4} \) that in the simulation, the simulated abundance condition is well satisfied in the expansion phase in Fig. 8.

What are the system-level implications of these 2D multi-fluid simulation results, if they may be applied to the magnetosphere? One important consequence is an increased demand for episodic unloading of magnetotail flux culminating in substorms of increasing intensity. The slower reconnection rate of an O⁺-enriched plasmasheet cannot balance the dayside rate for steady solar wind conditions. This imbalance must be exacerbated with each subsequent substorm, which adds more O⁺ to magnetotail. The delivery of interplanetary magnetic flux to the dayside must therefore be dynamically curtailed via some form of feedback that signals the magnetotail’s inability to reconnect lobe flux fast enough. Thus far we have no evidence that the dayside abundance of O⁺ approaches that of the plasmasheet, so the addition of heavy ions to the dayside is probably insufficient to limit the dayside reconnection efficiency. The maximum stormtime O⁺ density reported by Kistler et al. (2005) in the magnetotail is about 4x greater than that at the dayside magnetopause reported by Bouhram et al. (2005).

Global MHD simulations provide some insights into the response of the MI system to this crisis. The force exerted on the magnetosheath flow in its interaction with the dayside region 1 currents is normally weak in comparison with the Chapman–Ferraro currents. However, for the large solar wind electric fields accompanying storms, unusually intense currents are induced by storm-enhanced convection. The global simulations suggest that the magnetic field produced by these currents deflects a portion of the upstream flow and frozen-in magnetic flux before it reaches the magnetopause (Merkine et al., 2003; Siscoe et al., 2004). This purely electrodynamic effect may be further enhanced by the diversion of an O⁺-inflated ring current into region-2 currents, most of which must be closed through the ionosphere by the dayside region-1 currents. However, the ring current in the class of one-fluid global simulations considered by Merkine et al. and Siscoe et al. is relatively weak because neither the physics of gradient-curvature drifts nor heavy ion effects are included in the simulations. The simulations include electrodynamic coupling between the magnetosphere and ionosphere but no mass exchange.

Both observations (Russell et al., 2001) and the global simulations reviewed by Siscoe et al. exhibit a nonlinear relationship between the solar wind electric field, \( \mathbf{E}_{SW} = -v_{SW} \times \mathbf{B}_{IMF} \), and the ionospheric transpolar potential (or the cross polar-cap potential). The relationship is linear for \( \mathbf{E}_{SW} < 5 \text{ mV/m} \). The transpolar potential is observed to nonlinearly saturate at about 200 kV when \( \mathbf{E}_{SW} \) is greater than about 10 mV/m (Hairston et al., 2005). In the one-fluid global simulations, this saturation is a direct consequence of the interaction between the dayside region-1 currents and the magnetosheath flow.

The cross polar-cap potential is also influenced by the presence of heavy ions in the magnetosphere,
which inertially load the convection. A series of multifluid global simulations of the 24–25 September 1998 magnetic cloud event (minimum $D_{st} \approx -200$ nT) by Winglee et al. (2002) suggest that O$^+$ ions may play a major role in limiting the transpolar potential. For the event simulated by Winglee et al., a substantial increase in the observed ionospheric outflow rate caused the mantle to be dominated by plasma of ionospheric origin (Moore et al., 1999). After adjusting the simulated outflow rates to match the statistically observed values for ionospheric O$^+$ ions reported by Yau and André (1997) and reproduced in Table 1, Winglee et al. found that the simulated potential more closely matched that calculated from the AMIE data assimilation model for the storm event. For lower outflow rates, or outflow without oxygen, the simulated transpolar potential was found to be unrealistically large as shown in Fig. 10. The power dissipated by the accelerated O$^+$ outflow was also found to be substantial in the simulations, on the order of 100 GW, for sustained southward IMF.

Winglee et al. offer the following explanation for the simulated reduction in the cross-polar cap potential. The momentum flux imparted to the magnetosphere by the solar wind is limited by the “approximately” fixed cross-section of the magnetosphere exposed to the solar wind. If the transfer of solar wind momentum to the magnetosphere is more or less fixed, then a more massive, O$^+$-enriched magnetosphere on average must convect more slowly than a pure H$^+$ magnetosphere.

The convection electric field is thus reduced. Because the transpolar potential is an integral measure of the convection electric field, for a fixed polar cap area it must also decrease with the addition of O$^+$ to the magnetosphere. However, the area of the polar cap in these simulations decreases with the addition of O$^+$, so part of the reduction in the transpolar potential may be due to a smaller polar cap size and a smaller magnetospheric cross-section exposed to the solar wind.

The rate at which O$^+$ is added to the magnetosphere is determined by two different processes in Winglee et al.’s simulation model. The first is the thermal outflow at the inner simulation boundary, which physically resembles a polar wind. The outflowing flux at this boundary is set by gravity, the multifluid densities and temperatures and, therefore, the fixed partial pressures specified at the inner boundary, and the variable relative pressure in the magnetospheric domain which draws plasma from the boundary source. Once in the mantle and polar-cap-lobe region, the outflow experiences the centrifugal acceleration mentioned in Secion 4. The centrifugal force accelerates the outflowing particles along field lines, which enhances their fluxes and energies at high altitudes and establishes the following feedback loop. The centrifugal acceleration depends on the convection electric field. Fast convection gives rise to fast centrifugal acceleration of the thermal outflow, which throttles the lobe-region O$^+$ flux reaching the magnetotail and the magnetosphere. However, with more O$^+$ in the magnetospheric circulation system, the convection becomes inertially loaded, which slows the convection and, with it, the centrifugal acceleration, thereby choking the high-altitude flux reaching the magnetotail and the magnetosphere. What is not clear in this picture is how the dynamics of convection and centrifugal acceleration modify the lobe pressure which must regulate the thermal outflow and, therefore, the mass addition at the source boundary.

The electrodynamic effects described by Siscoe et al. (2004) modify the external flow and reduce the magnetic flux delivered to the dayside, in contrast with the inertial effects described by Winglee et al. which seem to act entirely internally. It is difficult to compare and assess the relative contributions of electrodynamic and inertial feedback in the two approaches. In one set of models (one-fluid MHD), the ionospheric electrodynamics are a major factor in regulating the solar wind–magnetosphere

![Fig. 10. Cross polar cap potential versus UT during a $D_{st} \approx -200$ nT storm. The potential derived from the AMIE data assimilation model is compared with results from multifluid global MHD simulations with the indicated O$^+$ concentrations of the polar wind source specified at the inner simulation boundary (from Winglee et al., 2002).](Image)
coupling, with the solar wind dynamo supplying \(\sim 100\, \text{GW}\) to ionospheric Joule dissipation; however, the inertial loading associated with ionospheric outflow is completely absent in these models. In the multifluid model of Winglee et al., the ionospheric electrodynamics are passive while ionospheric outflow and centrifugal acceleration of \(\text{O}^+\) over the polar cap draw \(\sim 100\, \text{GW}\) from the solar wind dynamo. A composite model that includes realistic electrodynamic and multispecies inertial coupling between the magnetosphere and ionosphere is clearly needed to resolve these issues.

6. Summary

Convective surges in \(F\)-region plasma transport give rise to enhanced outflows to the magnetosphere. The ability to image such surges in synoptic TEC-convection maps brings the dynamics of ionospheric plasma redistribution and its implications for dynamic MI coupling clearly into focus.

6.1. \(\text{O}^+\) outflows

The most profuse outflows of \(\text{O}^+\) occur above the magnetic footpoints of reconnection activity—the low-altitude cusp at the base of magnetopause reconnection and the auroral-polar cap boundary region corresponding to the low-altitude projection of the plasma sheet boundary layer. Large outflows are also found in nightside regions of downward field-aligned current. Alfven wave activity of different origins is prevalent in all three regions, and the \(\text{O}^+\) outflow from each region intersects the equatorial magnetosphere at a different location.

The energy-latitude dispersed outflow from the cusp becomes the cleft ion fountain and mantle at higher altitude and injects a broad swath of tailward flowing plasma into the lobes. The low-altitude cusp region is the ionosphere’s most persistent source of outflowing \(\text{O}^+\). Mass-independent centrifugal acceleration associated with the convecting field lines threading the mantle boosts the parallel velocities of these ions by a factor of \(10–100\), rendering them highly field-aligned by the time they penetrate the middle-to-distant plasmasheet.

\(\text{O}^+\) outflows from the nightside auroral-polar cap boundary region—the nightside analogue of the cusp—are more intense but also more variable than cusp outflows because the largest fluxes tend to be associated with substorms and other episodic magnetotail activations. These outflows are magnetically connected to the mid-plasmasheet.

Ionospheric ions that reach the magnetotail current sheet are nonadiabatically scattered and accelerated by the cross-tail electric field. Some of these ions are lost to the solar wind in tailward flows. Those that convect earthward into the inner-to-middle plasmasheet are rapidly energized when they encounter substorm-induced electric fields. The magnetotail collapse forces their injection into the near-earth plasmasheet and ring current. \(\text{O}^+\) can dominate the plasmasheet density and pressure during the expansion phase of stormtime substorms.

The outflows originating in regions of downward field-aligned current intersect the near-earth plasmasheet, and perhaps the magnetospheric region of the partial ring current. Ordinarily these ions are not boosted to ring-current energies because they do not experience the inductive fields of magnetotail collapse with the same intensity as ions in the plasmasheet. However, when storm-enhanced electric fields penetrate the mid \((L = 8)\) to low \((L = 2)\) latitude magnetosphere, these ions may be energized to several hundred keV.

The presence of \(\text{O}^+\) near the dayside magnetopause lowers the threshold for the Kelvin-Helmholtz instability in the low-latitude boundary layer. The enhanced transport associated with KH turbulence has the capacity to increase the flow-out loss of ring current \(\text{O}^+\) at the magnetopause during storm intervals.

6.2. System impacts

Three-fluid simulations suggest that a relatively high \(\text{O}^+\) abundance (density \(\sim 50\%\) of \(\text{H}^+\)) slows the reconnection rate by a factor of \(2/3\) for a magnetic configuration representative of a stressed magnetotail. The global implication of a higher \(\text{O}^+\) abundance in the stormtime plasmasheet than in the dayside magnetosphere is an imbalance in the dayside and nightside merging rates. Given that magnetotail reconnection more typically occurs in episodic events such as substorms, these episodes would need to become more frequent or more intense to globally preserve magnetic flux. However,
either outcome would bring even more oxygen into the magnetotail, further exacerbating the imbalance. This crisis might be moderated in two different and complementary ways. (1) If the intensification and diversion of an O⁺-enriched ring current augments the region-2 currents, then closure between the dayside region-2 and region-1 currents through the ionosphere would also augment the region-1 currents. One-fluid global MHD simulations indicate that during intense storms the magnetic field induced by the enhanced dayside region-1 currents deflects a portion of the upstream flow before it reaches the magnetopause, thereby reducing the magnetic flux delivered to the dayside. (2) Multifluid global simulations suggest that inertial loading of the magnetospheric plasma can also significantly reduce convection over the polar cap, thereby reducing the magnetic flux delivered to the magnetotail. In the simulations, a 50/50 O⁺/H⁺ abundance reduces the transpolar potential by about 50%. Of course, a reduction in flux transport to the nightside must also be accompanied by a corresponding reduction in the dayside merging rate, at least in an average sense, to maintain system balance. Thus both electrodynamic and inertial coupling between solar wind, magnetosphere and ionosphere are crucial elements in the system dynamics.
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