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Using dynamic modelling to simulate the distribution of rockglaciers
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Abstract

Rockglaciers — permafrost creep features on mountain slopes — are common landforms in high mountain areas. The present
contribution reports about the exploration of a dynamic modelling approach using cellular automata to assess their regional
distribution patterns. The designed prototype model allows the numerical simulation of the spatial and temporal occurrence of
talus-derived rockglaciers in the Upper Engadine (eastern Swiss Alps) during the Holocene. The dynamic model considers
processes in the spatial and temporal domain and accounts for both external and internal processes, implemented by means of six
modules (A to G). The external processes are: (A) rock-debris accumulation, (B) hydrology, (C) climate, (D) glacier extent. The
internal processes are: (E) creep initiation, (F) advance rate, (G) creep termination. Comparison between field evidence and
modelling results shows that the dynamic model enables the simulation of spatio-temporal creep processes on a regional scale, but
that the model is highly dependent on the accurate modelling of the relevant (input) parameters. These deficiencies have been
recognized and analyzed, and it is planned that future research activities will address these issues.
© 2007 Elsevier B.V. All rights reserved.
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1. Thematic background and aim

Rockglaciers are periglacial debris accumulations
produced, deposited, and deformed over time scales of
centuries tomillenia. They are efficient transport systems
of rock-debris in the periglacial alpine environment.
Rockglaciers originate from talus (‘talus-derived’ rock-
glaciers, see Fig. 1) and/or glacier-transported debris.

Talus-derived rockglaciers are located at the foot of
headwalls with a high supply of debris and represent a
process chain linking frost weathering and rockfall (low
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magnitude/high frequency events), and rock slides and
debris flows (high-magnitude/low frequency events)
from headwalls with debris displacement by permafrost
creep. In general, the occurrence of these landforms is
influenced primarily by climatic, topographic and geo-
logical preconditions.

Measured ice contents in active rockglaciers are in the
order of 50 and 90% (e.g. Haeberli et al., 1998; Konrad
et al., 1999; Vonder Mühll et al., 2001; Arenson, 2002),
i.e. the ice content is significantly larger than the pore
volume. This implies that active rockglaciers are super-
saturated in ice, including massive ice lenses. Ice-
supersaturated debris bodies deform under the influence
of gravitational stress. This process leads to the for-
mation of rockglacier landforms over time. Two main
thermo-mechanical differences to the deformation of
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Fig. 1. (a) Schematic plot of a talus-derived rockglacier, (b, c) two examples of active talus-derived rockglaciers: (b) Muragl rockglacier in the Upper
Engadine, Eastern Swiss Alps (photograph by R. Frauenfelder), (c) rockglaciers at Nordenskiöldkysten, Svalbard Archipelago (photograph by A.
Kääb).
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glacier ice should be noted: (1) the ice in rockglaciers is
colder than 0 °C throughout the year, i.e. it is per-
manently frozen (= permafrost), and (2) the creeping
body consists of a mixture of ice and debris. Although
rockglacier matrices differ, therefore, significantly from
glacier ice, first model attempts and sensitivity studies
(e.g. Olyphant, 1983; Olyphant, 1987; Whalley and
Martin, 1992; Arenson, 2002; Leysinger Vieli, 2004)
suggest that the deformation of rockglacier bodies can be
approximated quite well using Glen's flow law, though
with rate factors very different to pure glacier ice.

Numerous inventory studies about rockglaciers
yielded valuable information about their characteristics
such as form, geology, location, etc. In addition, detailed
studies on individual rockglaciers helped to build up a
profound knowledge basis about these landforms.
However, a comprehensive understanding of intra-
regional variability of rockglacier occurrence is still
lacking. The aim of the present study is, therefore, to help
evaluate and increase knowledge about dynamics and
distribution patterns of rockglaciers by means of dynamic
modelling (cf. Bras et al., 2003, for an in-depth discussion
of mathematical modelling in geomorphology).
2. Methodical background

Dynamic modelling builds upon static modelling by
incorporating the time component (e.g. Van Deursen,
1995; Wesseling et al., 1996, Karssenberg, 2002). A
dynamic model describes, thus, how a parameter system
can transform from one qualitative state into another,
where each qualitative state is described by a static
model. The dynamic spatio-temporal behaviour of the
system is modelled as an interaction between spatial and
temporal processes. The word ‘spatial’ refers to the
geographic domain which the model represents (i.e. the
two- or three-dimensional space), while ‘temporal’ refers
to simulated changes through time by using rules of
cause and effect (Lundell, 1996).

The presented dynamic model (cf. Section 4) is based
on the approach of cellular automata (Von Neumann,
1966). Cellular automata are dynamical systems in which
space and time are discrete. A cellular automaton consists
of a regular grid of cells, each of which can be in one of a
finite number of k possible states, updated synchronously
in discrete time steps according to a local, identical
interaction rule. The state of a cell is determined by the
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previous states of a surrounding neighbourhood of cells
(Sipper, 1997).

The model allows the numerical simulation of the
spatial and temporal evolution of rockglacier occurrence
and was tested for the region of the Upper Engadine.
The time scale considered encompasses the entire
Holocene (i.e. the last 10,000 years) but can also be
extended into the future or further back into the past (i.e.
the Lateglacial).

3. ‘Pre-Holocene’ topography of the Field area

Technically, each digital elevation model (DEM)
with a resolution sufficient to adequately represent
rockglacier features— spatial resolution denser or equal
to ca. 30 m — can be used as an input for the model
(cf. Section 4). For the testing of the prototype model, a
DEM with 25 m cell size from swisstopo (the former
Swiss Federal Office of Topography) was used. This so-
called DEM25 is generated from the height information
of the national 1:25,000 maps through vectorization of
contour lines and lake contours, digitizing of the spot
heights, and subsequent interpolation of a DEM with
25 m raster width from these data. Comparisons with
photogrammetrically determined control points have
shown that the average accuracy reaches approximately
3 m in the Alps (Hurni, 1995).

This DEM portrays the topographic surface including
the rockglaciers. Therefore, the rockglaciers have to be
extracted from the DEM before modelling. With a few
exceptions, the bedrock topography below the rock-
glaciers in the study area is not known. In order to obtain
a ‘pre-Holocene’ DEM devoid of rockglaciers, the
existing DEM was transformed into a point layer, where
each original grid cell is represented by one point. For
rockglaciers with known bedrock topography (data from
Vonder Mühll and Holub, 1992; Vonder Mühll, 1993;
Arenson et al., 2002) the height of the points were set to
the bedrock heights reported. For rockglaciers with
unknown bedrock topography, the points where set to
values equal to the values of the surrounding talus
slopes. Finally, a new surface topography was interpo-
lated from this altered point layer. The resulting DEM
was then used for the modelling. Possible problems
arising from this procedure are discussed in Section 6.

4. Structure of the dynamic model

The dynamic model considers processes in the spatial
and temporal domain and accounts for both external and
internal processes (see Fig. 2), implemented by means of
six modules (A to G).
The external processes considered are:

(A) rock-debris accumulation,
(B) hydrology,
(C) climate,
(D) glacier extent.

The internal processes are:

(E) creep initiation (‘trigger’),
(F) advance rate,
(G) creep termination.

The model has been implemented as a stand-alone
program. Crucial parameters, e.g. flow law parameters,
climate parameters, and glacier extent history, are
entered in editable spreadsheets before a model run.
This allows for easy testing of the model. The program
is written in C+, while the input grids are generated in
Arc/Info.

4.1. External processes

4.1.1. Module A: rock-debris accumulation
In this module, the following four questions are

resolved:

(i) Where are the contributing rock walls?
(ii) Where are the debris accumulation areas and what

is their extent?
(iii) How thick are the debris accumulations?
(iv) Which postglacial debris supply rates can be

considered reasonable?

(i) A simple method for identifying rockfall source
areas in DEMs is the defining of thresholds for
mean slope gradients (Dorren, 2003). In the
present test area, values above 37° showed the
best agreement with rock walls as mapped in the
1:25,000 Swiss Topographical Maps of the area.
For a study area in the Valais Alps, M. Zemp
(personal communication, 2002) found that best
results are achieved when modelling rock walls as
areas steeper than 34°. Van Dijke and van Westen
(1990) defined potential rockfall source cells by a
mean slope gradient greater than 60° (this implies
that only very steep rock walls are considered).
The broad range of values found in the literature
shows that the threshold values have to be param-
eterized in each study area individually. More
complex identifications of rockfall source areas on
the basis of a GIS could include: aspect, slope



Fig. 2. Qualitative sketch of important boundary conditions for: ① the initiation (modules A–E), ② the growth (modules A–F), and ③ the
inactivation/relictification (modules A, C, D, F, G) of a talus-derived rockglacier. See text for further explanations.
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curvature, slope gradient, rock type and land cover
(Dorren, 2003). A further crucial parameter for the
production of debris is the geology. Debris
production is highest in strongly deformed and
disintegrated rocks. The deformation style of rocks
is, in turn, dependent of geomechanical properties
(jointing, faulting, bedding, etc.), geotechnical
properties (hardness, stability, etc.), and hydrolog-
ical properties (pore water, etc.). Although not
addressed in the presented prototype model, these
parameters would have to be considered in a more
advanced version of the model.

(ii) Rockfall is defined as “free falling blocks of
different sizes (smaller than 5 m3) that detach from
a cliff or a steep rock wall, show no interactions
among each other, and follow an independent
propagation mode” (Hübl et al., 2002). The extent
of the debris accumulation areas is calculated
using a programme by Brändli (2001) which is
based on the so-called ‘overall-slope’ or ‘reach-
angle’ approach, also known as ‘Fahrböschung’
(Heim, 1932). Rocks are simulated to fall from the
contributing headwalls, i.e. the debris sources,
and to follow the path of steepest descent. The
movement of falling rocks is assumed to stop when
the slope of the straight line connecting the current
position of the rock with its origin reaches 31°,
which is an empirically derived value (Gerber,
1994). All cells that a rock passes during its fall are
marked as ‘rock accumulation areas’. Finally,
areas of contributing headwalls are excluded
from these ‘rock accumulation areas’.

(iii) The thickness of talus accumulation is variable and
depends mainly on the debris production of the
headwall (i.e. on headwall height, lithology,
geology, permafrost absence/presence, climate,
etc.) and the original relief of the slope beneath
the headwall. Based on the investigation of a small
sample of comparably large talus accumulations,
some authors give typical thicknesses of alpine
talus accumulations as 30 to 50 m. They describe
the course of the slope bedrock as ‘often quasi
parallel to the surface slope until close to the foot of
the headwall’ (VAW, 1992a,b). Because of the lack
of accessible information about the parameteriza-
tion of talus thickness, a rough approximation of the
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debris thickness is used: for each debris accumu-
lation area the length between its highest and its
lowest point is calculated. Then the maximum
thickness of the layer is approximated as 10% of
this accumulation area length, with themaximum in
the middle of the distance and a parabolic decrease
in thickness towards the edges of the accumulation
area (Fig. 3). Although this approach neglects
factors important on a local scale (e.g. bedrock
topography, valley fill, etc.) it seems suitable for
modelling on a regional scale. A comparison
between modelling results and values reported by
C. Hauck (personal communication, 2003) and in
the VAW report cited above, shows that the method
results in reasonable first-order approximations of
talus thicknesses in the Eastern Swiss Alps.

(iv) Rates of rock wall retreat have been evaluated by
different methods. For the most part, the compu-
tations are based on the volume of sediments at
the base of a rock wall, a procedure which yields
long-term average rock wall retreat rates (Barsch,
1977; Ballantyne and Kirkbride, 1987; Hoffmann
and Schrott, 2002). A few of the values are based
on direct observations (e.g. Rapp, 1960; Mat-
suoka, 1990; Prick, 2003). For the Alps, estimated
values of postglacial denudation rates are in the
Fig. 3. Parabolic approximation of talus thickness (schematic, not to scale)
calculated. Then the maximum thickness of the talus is approximated as 10%
distance and a parabolic decrease in thickness towards the edges of the talus
order of 0.1 to N3 mm a−1 (Poser, 1954; Barsch,
1977; Hoffmann and Schrott, 2002). Spatial
heterogeneity of weathering rates and, hence,
debris supply rates (caused by different geome-
chanical and geotechnical properties of the head-
wall) is known to be an important factor in many
cases (e.g. Matsuoka and Ikeda, 2001). However,
due to the initial stage of this model development
and given the regional coverage aimed at, it was
not possible to consider such heterogeneities.

The prototype model presented here operates with a
‘debris supply module’ that allows debris supply into the
cells which already contain debris at the start of a model
run, i.e. into the initial debris distribution cells, or in
other words, into cells representing talus slopes. Dif-
ferent ‘supply’ procedures were tested, ranging from the
supply of a given amount of debris per year to complete
refilling of a cell if its debris content decreases to a value
lower than the initial value.

4.1.2. Module B: hydrology
The influence of water on the formation of rock-

glaciers has been scarcely investigated to date. As a
result, the prototype model has been simplified as
follows: (1) the lithological preconditions relative to
: for each talus the length between its highest and its lowest point is
of the measured talus length, with the maximum in the middle of the
.
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water storage capabilities are assumed to be spatially
homogenous; (2) the topographical preconditions for
water storage (concavity, convexity, etc.) are approxi-
mated with the wetness index of the terrain (e.g. Beven
and Kirkby, 1979; Moore et al., 1990), which is
calculated by means of the drainage routine described
by (Skaug, 2000). His algorithm calculates runoff from a
raster-based terrain model and allows — in contrast to
the most frequently used runoff algorithms — directing
outflow of one raster-cell into two or more adjacent
lower cells (“divergent flow”); (3) any possibly
existing differences in the snow depletion history are
neglected.

4.1.3. Module C: climate
Climate (i.e. temperature, precipitation, radiation) has

a significant influence on the thermal state of the ground
(e.g. Stocker-Mittaz et al., 2002). Theoretically, this range
of influences could be accounted for by the combination
of three modules: one for temperature (including
isotherms, the regional temperature gradient, a climate
factor to cool/warm the climate, etc.), one for radiation
(including radiation thresholds for the formation of frozen
ground, cloud cover intensities during different phases of
the Holocene, etc.), and one for precipitation (including
isohyetes, regional precipitation gradient, information
about precipitation changes during the Holocene, etc.). In
the present prototype, temperature and radiation influ-
ences are approximated by the inclusion of permafrost
distributions at different points in time, modelled with the
PERMAMAP model (Hoelzle, 1994, 1996). This perma-
frost model incorporates the influences of the mean
annual air temperature (MAAT) and the potential direct
solar radiation on the thermal state of the ground. The
permafrost distribution as modelled with this program is,
hence, considered as a proxy of the thermal and radiation-
induced influences of climate.

Two main permafrost extents have been modelled for
initial tests:

(1) Present conditions: extent under the current tem-
perature realm

(2) ‘Little Ice Age’ conditions: extent with a MAAT=
1 °C lower than at present

The period of validity for each stage is inferred from
glacier and climate reconstructions for the Holocene,
mainly from Maisch et al. (2000), Roberts (2000), and
Labeyrie et al. (2003). In this initial stage of the model,
precipitation is assumed to be spatially and temporally
homogenous. Although Alpine precipitation can vary
significantly at local scale, spatial homogeneity on a
regional scale seems to be justified for the area in
question by the regional precipitation interpolation of
Schwarb et al. (2000). The assumption of a temporal
homogeneity, however, is certainly a subject of debate.

4.1.4. Module D: glacier extent
Due to varying climate conditions during the Holo-

cene, glacier extents changed extensively, oscillating at
various times between the maximum extent reached
during the ‘Little Ice Age’ (LIA) and the minimum extent
reached probably during the prime of the Holocene
temperature optimum (8000–5000 y BP).

Two different glacier extents are integrated into the
model:

(1) Glacier extent from 1999 (Paul, 2003)
(2) Glacier extent around 1850, the Alpine maximum

extent of the LIA (Maisch, 1992)

As in Module C, periods of validity for the different
glacier extents are determined from studies by Maisch
et al. (2000), Roberts (2000), and Labeyrie et al. (2003),
and in addition, from reports about minimum glacier
extents during the Holocene, e.g. from Haeberli et al.
(2004), Holzhauser (1995), and Joerin and Schlüchter
(2005).

4.2. Internal processes

4.2.1. Module E: creep initiation (‘trigger’)
This module determines whether creep is initiated or

not. Creeping is described as a flow process which is
affected by parameters such as shear stress and viscosity
differences at material boundaries. When sliding at the
bed is neglected (as suggested for rockglaciers by
Haeberli, 1985), the largest amount of the movement
can be attributed to the plastic deformation of the ice-
content of the ice-debris matrix. In rockglacier science,
this deformation has been described most often until
present by using Glen's glacier flow law for pure ice
(Glen, 1955; Paterson, 1994; cf. Section 1):

�e ¼ Asn ð1Þ
where ε· is the strain rate, τ the shear stress, A the flow or
rate factor and n a dimensionless power law exponent. A
depends on the ice temperature (warm ice= ‘soft’, cold
ice= ‘brittle’), the unfrozen water content, the size of the
ice crystals and the amount of fine-grained sediment in the
ice. n depends upon a variety of conditions, for example,
overload. For large, thick glaciers n is usually set at 3, for
the considerably smaller, thinner rockglaciers, n is set at 1
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(Wagner, 1996). Both A and n are empirically determined
and various values for glaciers can be found in the
literature (e.g. Paterson, 1994).

Glen's glacier flow law states that deformation of the
ice starts if the thickness of the ice exceeds a critical
value, or in other words, when a critical threshold for the
basal shear stress τ is surpassed. The basal shear stress τ
is described as:

s ¼ qghsina ð2Þ
with ρ the density of the rock–ice mixture, g the
acceleration due to gravity (9.81 ms−2), h the thickness
of the frozen debris layer, and α the surface slope
averaged over a length of 5h along the path of steepest
descent. Values for ρ are taken from borehole measure-
ments as reported, for example, by Barsch et al. (1979),
Wagner (1992), Vonder Mühll (1993), and Arenson
(2002) and are in the order of 1.5–1.8 g cm−3.

A rockglacier matrix has to be supersaturated in ice to
allow creep deformation. Therefore, the volumetric
increase of the talus accumulation caused by this ice
content, has to be considered in a model. Exact values
for this volumetric increase are not known. Based on
observations from drilling, it can be assumed that the
overall ice content in supersaturated frozen rockglacier
sediments is higher than the porosity of comparable
non-frozen sediments by a factor of two to three (e.g.
Barsch et al., 1979; Haeberli, 1985; Konrad and
Humphrey, 2000; Arenson, 2002).

Creep initiation is tested for by analyzing whether the
topographic settings lead to a shear stress within the
creeping matrix that is large enough to initiate
cumulative deformation. The minimal shear stress is
taken as τ=50 kPa, an empirical value derived from
borehole measurements (Wagner, 1996). When this
value is exceeded, a cell is considered as starting to
creep. It has to be noted that the time lags after which
rockglaciers react to changes in climate and/or debris
supply rates (cf. Olyphant, 1987) are not accounted for
in the present version of the model.
4.2.2. Module F: advance rate
If creeping is possible, the movement of the

rockglacier is calculated. The surface velocity is
calculated according to Glen's flow law for glaciers:

vs � vðzÞ ¼ 2A
nþ 1

ðFqgsinaÞnðh� zÞnþ1 ð3Þ

vs � vb ¼ 2A
nþ 1

ðFqgsinaÞnhnþ1 ð4Þ
where vb is the velocity at the base, v is the velocity at
depth (h− z), F is a shape factor, and all other parameters
are the same as in Eqs. (1) and (2). F is dependent on the
bed topography and considers the friction at the valley
flanks (Paterson, 1994). In the present model, values for
A were taken from borehole measurements at Murtèl
rockglacier as determined by Wagner (1996). In addition,
a new value for A was determined by reproducing
empirically measured flow velocities of three Alpine
rockglaciers (Frauenfelder et al., 2005) using n=1 and
F=0.75. This value for A equals 1.2⁎10−12 s−1 kPa− n,
a value in the same order of magnitude as the values given
for the ice-rich layer (without the soft-deforming layer) at
Murtèl when n equals 1 or 1.1, respectively (Wagner,
1996). Both Wagner's values and the value for A
determined here are notably higher than the values
calculated for glaciers. Wagner (1996) found that with
equal shear stress (τ=40 kPa) and temperature, the strain
rate ε· of the ice in the rockglacier Murtèl is slightly higher
than for glacier ice.

The average velocity v̄ at which a rockglacier creeps
can be considerably smaller than the maximal velocity
which is found at its surface vs (see Fig. 4). Integration
of Eq. (3) gives v̄, the velocity averaged over the total
thickness of the rockglacier body:

v̄ ¼ 1
h

Z h

0
vðzÞdz ¼ 2A

nþ 2
ðFqgsinaÞnhnþ1 ð5Þ

The advance rate vadv., however, is not only a
function of the form of the velocity profile (see below),
but also of the melting and re-freezing of ice/water
within the advancing material. The ice in the ice-debris
matrix, especially in the fine-grained layers at the
rockglacier front, is not shielded against temperature
and radiation as well as it is within the coarse blocky
surface layer. As a result, heat can penetrate more
efficiently into the matrix and cause (considerable) ice
melting. This leads to a further reduction of the advance
rate of the rockglacier. To account for this, a correction
factor Cmelt is included. The advance rate vadv.
subsequently used in the model is then calculated as:

vadv: ¼ Cmelt v̄ ¼ Cmelt
2A

nþ 2
ðFqgsinaÞnhnþ1

� �
ð6Þ

Precise values for Cmelt are scarce. Kääb (2005)
derived empirical values accounting for both the velocity
decrease with depth and reduction of the advance rate
due to ice melt from field measurements. These values
range from 0.1 to 0.5, depending on the ice content of the
rockglacier. With n=1 and v̄ =2/3 vs (Paterson, 1994)



Fig. 4. Sketches of selected velocity profiles of a creeping rockglacier mass, with z=depth, h=thickness of creeping mass, vs=maximal surface
velocity, v̄=average velocity. (a) Velocity profiles for n=0 and n=1, respectively, (b) velocity profile as deducible from borehole measurements. The
in-situ measurements on four Alpine rockglaciers suggest that they are all characterized by a (comparably thin) shear zone with deformations of 50 to
97% of the total surface deformation (Arenson et al., 2002). As the depth of these shear zones seems to vary for different rockglaciers and modelling
of their depths has, thus far, not been performed, this phenomenon is not considered in the model presented here.
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values for Cmelt result in 0.15–0.75. The advance rate
vadv. multiplied by the time stepΔt yields the distance the
rockglacier front moves forward during Δt.

4.2.3. Module G: creep termination
Several conditions can lead to the halt of a rock-

glacier, subsequently causing either its climatic or
dynamic inactivity:

(a) Climatic inactivity due to movement of the rock-
glacier into non-permafrost areas, either actively by
creeping or, passively due to a rise in the permafrost
limit.

(b) Dynamic inactivity caused by:
— topographic blockage (e.g. shallow or increas-

ing slope), and/or
— reduction in debris supply, and/or
— decreasing ice incorporation.

In both cases the rockglacier's inactivation and,
subsequently its relictification, is governed by the high
Fig. 5. Schematic plot of the modelling scheme, explaining how volume is t
thermal inertia of the system. In the model, climatic
inactivity (a) is automatically induced when the lowest
cell of a rockglacier reaches the permafrost limit.
Dynamic activity (b) is accounted for by Eq. (2): if the
slope and/or the debris thickness fall below a threshold
necessary to keep up the required shear stress, the velocity
approximates zero.

4.3. Emphasis

The emphasis of the model is on the creep of the
debris–ice mass, i.e. the transport of volume from one
cell to the next. The modelling includes control of creep
initiation and tracking of changes in thickness of the
debris–ice mass. Fig. 5 shows the modelling scheme:
situation (a) shows two cells, an upper one, holding a
volume of debris–ice mass, and a lower one, devoid of
mass. The mass is creeping with v̄ , the velocity averaged
over the total thickness of the rockglacier body, i.e. the
accumulated thickness; (b) during a time step Δt, the
mass is transported forward over the distance d; (c) the
ransported from one cell to the next. See text for further explanations.



Fig. 6. Results I: rockglacier distribution modelling for a test area in the Corvatsch–Furtschellas region, Upper Engadine, Switzerland. Situation after
10,000 years: (a) thickness distribution, (b) velocity distribution. Glacier extent corresponds to the extent in 1999 and was extracted from satellite
images by Paul (2003). Background: DEM25 © 2004 swisstopo (BA045979). Model parameters: n=1, A=1.2⁎10−12 s−1 kPa− n.

Fig. 7. Results II: rockglacier distribution modelling for a test area in the Corvatsch–Furtschellas region, Upper Engadine, Switzerland. Red and pink
zones represent ‘modelled rockglaciers’ and are areas where thickness of the debris–ice mass is≥5 m and velocities are N0.05 m a−1 (see Fig. 6). Red
zones represent active rockglaciers, i.e. rockglaciers presently affected by permafrost, pink zones represent rockglaciers that have been active during
some period of the model run but are not under permafrost conditions anymore. Glacier extent as in Fig. 6, rockglacier distribution as inventoried by
Hoelzle (unpublished; 1998). Background: DEM25 © 2004 swisstopo (BA045979). Model parameters as in Fig. 6.
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advanced mass is interpreted as an overflow from cell to
cell: the upper cell loses a corresponding amount of its
thickness, while the lower cell is filled evenly with the
analogous amount. In the initial debris cells (but
exclusively in those) the ‘debris supply module’ allows
a refilling of the discharged mass volume if the
thickness in these cells becomes less than their initial
thickness (i.e. if they discharge more mass than they
receive from their upslope cells). This enables the
inclusion of (continuous) debris supply during a model
run. After a complete model run, two output grids are
written: the ‘thickness distribution’ and the ‘velocity
distribution’ of the creeping debris–ice mass.

The model is evaluated by subsequently introducing
alterations into the debris transport chain: (a) rockglacier
initiation with and without a trigger for debris creep,
(b) non-stochastic and probabilistic random flowdirection
for debris, (c) velocity decrease (accounting for the
fact that surface velocity is not equal to advance rate),
(d) thermal inertia of the debris–ice matrix (allowing
rockglaciers to creep several tens of metres out of the
permafrost zone).

5. Initial results and discussion

Fig. 6 shows the result of a model run for 10,000 years
for the Corvatsch–Furtschellas test region, Upper
Engadine, Switzerland. For a model run with n=1,
A=1.2⁎10−12 s−1 kPa− n, modelled debris thicknesses
range in the order of a few centimetres to over 100 m.
Modelled velocities are in the order of centimetres to
metres per year. Compared to field evidence, debris
thicknesses of up to ca. 100 m and velocities below
1.5 m a−1 are seen as reasonable values for the area
concerned (cf. Vonder Mühll, 1993 for debris thick-
nesses of active rockglaciers, and e.g. Kääb and Vollmer,
2000; Roer et al., 2005 for velocity measurements).
Higher debris thicknesses (exceeding 100 m thickness)
and higher velocities (over 2 m a−1) are reached at the
edge of the model perimeter (e.g. right border of the test
area) and in some local small-scale depressions. These
are undesired side-effects of the modelling caused by the
fact that debris cannot flow out of the model perimeter or
further onto a flat plane and is, therefore, dammed up,
which subsequently leads to increasing debris thickness
and rising flow velocities.

The amount of debris supplied to the initial ‘talus’
cells during the aforementioned model run corresponds
to roughly 3–4 mm a−1 vertical accumulation. These
values are in the same order as rock wall retreat rates
estimated by Barsch (1977), but considerably higher
than those found, for example, by Hoffmann and Schrott
(2002). Two reasons might explain the comparably high
values attained during the modelling: (a) rockfall is
often highest along faults and fault zones, and most talus
cones are developed at the foot of such zones (cf. Fig. 1).
In addition, rockfall is often channelled in gullies and
along natural topographic breaklines. Altogether, this
leads to concentrated debris accumulation on the talus
slopes. (b) As mentioned, ice content by volume in
active talus-derived rockglaciers averages between 50
and 90% (e.g. Haeberli et al., 1998; Vonder Mühll et al.,
2001; Arenson, 2002). Setting these values against the
modelled numbers, reduces modelled debris supply
rates to 0.3–2 mm a−1.

Themodelling results are regarded as representations of
rockglaciers where both debris thickness and velocity lie
over user-defined thresholds. Characteristic mean active
layer thicknesses in the study area are around 3 to 3.5 m
in coarse blocky material and 4 to 5 m in rock walls
(M. Hoelzle, personal communication, 2004). Velocities
above 0.05m a−1 are considered as indicators of ‘creep at a
significant rate’. Hence, thicknesses greater than 5 m and
velocities greater than 0.05 m a−1 were defined as thresh-
olds for the identification of creeping debris and, conse-
quently, cells above this threshold mapped as rockglaciers.
Fig. 7 shows the rockglaciers that result when these
thresholds are applied to the values visualized in Fig. 6.

Comparison between field evidence and modelling
results yields the following (numbers refer to numerals
in Fig. 7):

1 Most active and inactive talus-derived rockgla-
ciers are reproduced accurately by the model, and
the extents they exhibit in nature are also shown,
approximately, in the model, although small devi-
ations of course exist.

2 Certain active rockglaciers are not reproduced by
the modelling. Careful consultation of the inven-
tory data reveals that (at least) some of these
rockglaciers developed from glacier-transported
debris, and thus cannot be reproduced by a model
that is based entirely on the processes involved in
the development of talus-derived rockglaciers.

3 In a model run for 10,000 years, the modelled
rockglacier fronts do not advance into regions
where relict rockglaciers are found in the inventory.
Based on temperature reconstructions (Frauen-
felder and Kääb, 2000; Frauenfelder et al., 2001)
and relative age dating on selected rockglaciers
(Laustela et al., 2003; Frauenfelder et al., 2005), it
can be assumed that relict rockglaciers in the area
evolved as early as the Alpine Lateglacial. These
findings seem to be supported by the model results
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with ‘virtual rockglaciers’ not exceeding the extents
of active (and some inactive) rockglaciers.

4/5 The areas modelled as being affected by creeping
are considerably larger than the areas in which
creep features have actually been observed in field
investigations. Such ‘overestimations’ occur both
in areas outside the present permafrost distribution
(cf. 4), and within the current permafrost zone.
Possible explanations for these deviations involve
time, relations between debris supply rates and
creep rates, thermal dependence of creep rates,
hydrological preconditions, composition of the
talus slopes (fine-grained, coarse-grained), etc. In
certain cases (cf. 5), the overestimations are
localized in glacier forefields that became degla-
ciated after the LIA. Here, the errors are based on
the fact that the permafrost distribution used as an
input variable for the model does not take into
account the absence/discontinuity of permafrost in
recently deglaciated areas.

6 Some talus-derived rockglaciers were not cap-
tured by the model due to ‘inaccuracies’ of the
input DEM (i.e. too coarse resolution to capture
detailed topography), which lead to a underesti-
mation of the talus input calculation.

6. Main challenges

In general, the simulation of regional rockglacier
distribution with the prototype model shows promising
results. Nonetheless, the preliminary findings also
reveal some major problems involved with the model-
ling approach applied. They have been recognized and
analyzed and are summarized below. Future research
activities should address these issues.

— Availability of rock-debris: the availability of rock-
debris has been identified as a very important
parameter. It is, however, very difficult to model. In
the prototype model, uncertainty about the debris
availability arises from three main sources: (a) the
simplified identification of debris-producing head-
walls, (b) the difficulty in estimating the thickness
of rockfall accumulations, and (c) the uncertainty
relating to postglacial debris supply rates.
(a) In the present version of the model, all slopes

steeper than 37° are considered as debris-
producing headwalls. Although feasible as a
crude approximation, this simple approach is a
source of large errors. For instance, differ-
ences in production rates due to different
geological characteristics cannot be accounted
for. A future version of the model should
allow a better parameterization of debris-
producing headwalls, including regional cal-
ibration. This would allow a better estimation
of the debris input into the system.

(b) A number of approaches are available to
estimate the extent of debris accumulations,
for example, from air- or space-borne remote
sensing (e.g. Bishop et al., 1999; Kieffer et al.,
2000; Taschner and Ranzi, 2002; Paul, 2003).
Literature on the estimation of debris accumu-
lation thickness, in contrast, is generally sparse.
Only few data are available from geophysical
measurements on individual scree slopes (e.g.
VAW, 1992a,b; Kneisel et al., 2000; Delaloye
et al., 2001; Gude et al., 2003; Hoffmann and
Schrott, 2003). The talus thicknesses reported
there generally agree with the values modelled
here. Still, the applied estimation of the talus
thickness is certainly a critical one.

(c) As mentioned before, great uncertainty exists
about the amount of postglacial denudation in
periglacial areas and, thus, the spatio-temporal
characteristics of debris input into the model.
On the other hand, the model presented here
allows sensitivity studies to be performed in
such a way that theoretical concepts of the
spatio-temporal behaviour of debris supply
can be tested with reference to their effect on
modelled rockglacier distribution.

— Mass transport approach: A drawback of this
approach is that the real advance of the rock-
glacier fronts is not modelled. The decrease of the
advance rate due to frontal ice melt can, therefore,
not be accounted for.

— Climatic limitation of rockglacier movement: in the
present version of the model, the movement of a
rockglacier stops as soon as the rockglacier's front
reaches the edge of the permafrost occurrence. This
approach has two weaknesses: firstly, the calcula-
tion of the extent of the permafrost distribution is, to
some extent, uncertain (e.g. Hoelzle, 1996; Imhof,
1996; Frauenfelder et al., 1998). Secondly, as
mentioned before, the thermal inertia of ice and the
rockglacier's own microclimate (coarse blocky
surface material, advective heat flow, turbulent
fluxes, etc.) prevent its immediate melt when
coming into unfavourable climate conditions.

— Digital elevation models depict present topogra-
phies: DEMs generated from maps or aerial
photography portray the topographic surface in-
cluding existing geomorphological forms such as,
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for example, rockglaciers. The creeping occurs in
layers below the visible surface. In most cases,
neither the topography of these layers nor of the
underlying bedrock is known. In the study area, the
depth of both the shearing layers and the bedrock
are known for a few rockglaciers only: for three
rockglaciers from borehole inclinometer measure-
ments (Vonder Mühll and Holub, 1992; Arenson
et al., 2002), for one rockglacier from geoelectrical
and seismic soundings (Vonder Mühll, 1993). The
knowledge base for the extraction of rockglaciers
from the DEM is, therefore, rather thin. Still, the
rockglaciers had to be extracted in order to get a
‘Pre-Holocene’ topography. Interpolation of the
topography before rockglacier initiation from the
values of the surrounding neigbourhood, as effec-
tuated in the present study (cf. above), is a possible
but problematic solution to this problem: for the
areas where rockglaciers are located in the ‘present-
day’ DEM, interpolation produces height values
comparable to the adjacent talus slopes where no
creeping is observed today. In addition, presumably
pre-existing concavities in the bedrock underneath
the rockglaciers found today cannot be reproduced.

— Influence of the rate factor A: Various tests of the
model yielded a high sensitivity of the velocity and,
consequently, of the maximum debris thickness
reached, to relatively small variations (in the range
of several 1.0*10−12) of the rate factor A. This, in
turn, greatly influences the rockglacier distribution
present at the end of a model run. In the present
model, all rockglaciers are modelled with one value
for A, a simplification not given in nature. The in-
clusion of a spatio-temporally varying Awould pre-
sumably lead to significantly improved modelling
results, with several disagreements between model-
ling results and field evidence becoming explain-
able. Results from 2D numerical modelling (Kääb,
2005), laboratory testing (Arenson, 2002) and field
evidence (Frauenfelder et al., 2003) have shown a
clear temperature dependence of A. Therefore, the
inclusion of a temperature-dependent spatial varia-
tion of A as an input parameter seems highly
recommendable for a future version of the model.

7. Conclusions

As for every model, the dynamic model presented here
is inherently based upon a number of assumptions. The
model enables the simulation of spatio-temporal creep
processes, but proves to be highly dependent on the
accurate modelling of the relevant input parameters. The
quantification of the extent and thickness of rockfall
accumulation and of postglacial debris supply rates, which
are important input parameters for the model, is difficult. In
addition, the inclusion of hydrological constraints is not
easy because research on this subject is scant.

Despite the simplifications and deficiencies pointed
out, the model provides a tool for further identification
and evaluation of important parameters related to
rockglacier initiation and growth, and also helps to
illustrate the complexity of the ‘rockglacier’ phenome-
non. In this respect, the modelling process promotes an
increase in the knowledge of rockglacier distribution
and also permits gaps in this knowledge to be high-
lighted and directions for crucial future research to be
pointed out. Or using the words of C. Chatfield (1995):
“All models are wrong, but some are useful”.
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