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PERSONAL DETAILS

E-Mail andreku@ifi.uio.no
Address Postboks 1080, Blindern

University of Oslo
Norway, Oslo, 0316

Mobile (+47) 4064-8218
Homepage https://www.mn.uio.no/ifi/english/people/aca/andreku/
Github akutuzov
ORCID 0000-0003-2540-5912
GScholar Jq4Wq7AAAAAJ

PROFESSIONAL EXPERIENCE

Associate professor University of Oslo, Norway
Research, teaching

2022-now
Postdoctoral fellow University of Oslo, Norway
Research, teaching

2021-2022
Researcher Nordic Language Processing Laboratory (NLPL)
Maintaining parts of NLPL infrastructure, including Word Embeddings Repository (http: // vectors.
nlpl. eu/ repository/ )

2019-2020
Doctoral research fellow University of Oslo, Norway
Research, teaching, writing a PhD thesis

2015-2020
Computational linguist and analytic Mail.ru Search, Russia
linguistic support for a general-purpose web search engine

2012-2015
Computational linguist Lionbridge Technologies, Inc., Finland
automatic grammar checker for Russian

2011-2014

EDUCATION

PhD in Computational Linguistics 2020
University of Oslo, Norway

Supervisors: Associate professor Erik Velldal, Professor Lilja Øvrelid
Thesis title: Distributional word embeddings in modeling diachronic semantic change
Thesis text: https://www.duo.uio.no/handle/10852/81045

Machine Learning course 2016
Coursera

Stanford University, 96.5% grade
Certificate: https://www.coursera.org/account/accomplishments/certificate/9QBANEUKQBY9

M.Sc. Computational Linguistics 2014
National Research University Higher School of Economics, Russia

Supervisors: Professor Svetlana Toldova
Thesis Title: Semantic clustering of Russian web search results: possibilities and problems

Specialist in Linguistics and Language Teaching 2003
Tyumen State University, Russia
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Roughly equivalent to Bachelor degree

TEACHING

Assistant lecturer University of Oslo, Norway
Developed and taught both lectures and seminars, designed and graded intermediate assignments and
exams at Master level courses

2016-2022

1. Fall 2016: ‘Distributional Semantics: Extracting Meaning from Data’ (half of the INF5820
course, developed entirely from scratch).

2. Fall 2017: ‘Dependency parsing’, ‘Word sense disambiguation’ and ‘Semantic role la-
belling’ parts of the INF5830 course.

3. Fall 2018: ‘Supervised machine learning’, ‘Deep learning’, ‘Language modelling’ and
‘Word embeddings’ parts of the INF5820 course (developed from scratch).

4. Spring 2019: ‘Supervised machine learning’, ‘Deep learning’, ‘Language modelling’ and
‘Word embeddings’ parts of the IN5550 course.

5. Spring 2020, 2021, 2022: ‘Deep learning’, ‘Language modelling’, ‘Word embeddings’ and
‘Contextualised word embeddings’ parts of the IN5550 course.

PhD thesis advisor University of Oslo, Norway
NLP

2021-

1. ‘Inductive bias for more efficient language modelling’ by David Samuel (started in 2021,
ongoing).

Master theses advisor University of Oslo, Norway
NLP

2016-2022

1. ‘Word embedding models as graphs’ by Erik Winge (graduated in 2018).

2. ‘Adapting named entity recognition for the conflict research domain’ by Petter Kolbræk
Eikeland (graduated in 2018).

3. ‘Semantic change detection for Norwegian’ by Sigrid Riiser Kristiansen (started in 2021,
ongoing).

External Master theses advisor National Research University Higher School of Economics, Russia
NLP

2016-2020

1. ‘Pronominal anaphora resolution as linguistic preprocessing for distributional seman-
tic models’ by Olga Koslowa (graduated in 2016).

2. ‘Linguistic representativeness of distributional semantic models on the lexical level:
Can it be general or is it always task-specific?’ by Amir Bakarov (graduated in 2019).

3. ‘Diachronic word representation shifts in contextualized embedding models’ by Julia
Rodina (graduated in 2020).

Guest lecturer National Research University Higher School of Economics, Russia
natural language processing, information retrieval

2014-2015
Assistant lecturer Tyumen State University, Russia
corpus linguistics, translation studies

2006-2011



FUNDING ACQUISITION

High performance language technologies (HPLT) 2022
Coordinated by Kenneth Heafield, University of Edinburgh

Horizon Europe Framework Programme; I took part in drafting the proposal and will be the project onsite
manager in Oslo.

Kristine Bonnevie scholarship for a research stay 2022
Institute for Logic, Language and Computation, University of Amsterdam, Netherlands

Hosts: professor Raquel Fernández, PhD fellow Mario Giulianelli
Teksthub support grant 2021
Annotation of historical semantic change test set for Norwegian

https://www.uio.no/tjenester/it/forskning/kompetansehuber/teksthub/utviklingsprosjekter/
I coordinated the work of 6-person team; the dataset is now created and available online
(https://github.com/ltgoslo/nor_dia_change)

Young scientist mobility grant for a research internship 2018
Language Technology group, University of Hamburg, Germany

Hosts: professor Chris Biemann, research assistant Alexander Panchenko

PROJECTS COORDINATION

NorLM (large-scale language models for Norwegian)) http://norlm.nlpl.eu
3rd International Workshop on Computational Approaches to Historical Language Change
(co-organizer) https://languagechange.org/events/2022-acl-lchange/
SemEval 2022 shared task on structured sentiment analysis
(co-organizer) https://competitions.codalab.org/competitions/33556
Maintaining software infrastructure on multiple HPC clusters
for the UiO Language Technology Group 2020-2022
RusVectōrēs (word embeddings for Russian online) https://rusvectores.org/en
Nordic Language Processing Laboratory
embeddings repository http://vectors.nlpl.eu/repository/

ShiftRy (diachronic semantic changes in Russian news) https://shiftry.rusvectores.org/en/

Simple-elmo library (maintainer) https://github.com/ltgoslo/simple_elmo

Gensim library (contributor) https://github.com/RaRe-Technologies/gensim

AWARDS

NORA Award for Distinguished Early Career Investigator NORA
Norwegian Artificial Intelligence Research Consortium (https: // www. nora. ai/ )

2022
Area Chair Favourite Paper COLING-2018
Kutuzov et al. (2018)

2018
2nd place in Russian Word Sense Induction and Disambiguation shared task Dialog-2018
Kutuzov (2018) https: // russe. nlpub. org/ 2018/ wsi/

2018
Best NLP talk award AIST-2017
Kutuzov and Kunilovskaya (2017)

2017
2nd place in Russian Semantic Similarity shared task Dialog-2015
Kutuzov and Andreev (2015) https: // russe. nlpub. org/

2015
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CODING AND COMPUTING SKILLS

Python Expert
Bash Advanced
*NIX systems Advanced
Deep learning frameworks
(TensorFlow, PyTorch, Keras, HuggingFace Transformers) Expert

PEER REVIEWED FOR

• ACL rolling review (ARR, 2021, 2022)

• ACL main conference (2018, 2019, 2020, 2021)

• EACL main conference (2021)

• COLING main conference (2020)

• EMNLP main conference (2020, 2021)

• Journal of Natural Language Engineering (JNLE) (2019, 2020)

• Language Resources and Evaluation (LRE) (2017, 2018, 2019, 2020)

• LREC main conference (2016, 2018, 2020)

• NODALIDA main conference (2017, 2019, 2021)

• RANLP main conference (2019)

• Dialog main conference (2017, 2018, 2019, 2020, 2021)

• AINL main conference (2015, 2016, 2017, 2018, 2019, 2020)

• AIST main conference (2016, 2017, 2018, 2019, 2020)

INVITED TALKS AND TUTORIALS

Grammatical Profiling for Semantic Change Detection Research seminar
talk

Montclair, 2021
New Language models NorwAI Innovate
talk

Trondheim, 2021
NLP and Language Modelling for Norwegian Swedish NLP webinars
talk

online, 2021
Contextualized embeddings for semantic change detection: lessons learned Department colloquium
talk

Stuttgart, 2020
Diachronic word embeddings for semantic shift modelling: how to trace changes of mean-
ing in time AINL
tutorial

Tartu, Estonia, 2019
‘It depends on the context’: why word2vec is out of fashion and what is contextualised
embeddings 4th Moscow-Tartu Digital Humanities School
invited talk

Moscow, Russia, 2019
Deep neural networks in NLP: hype or not? 4th Kolmogorov seminar on computational linguistics



invited talk
Moscow, Russia, 2019

An Introduction to Deep Learning for NLP NeIC 2019 - Nordic Infrastructure for Open Science
tutorial

Copenhagen, Denmark, 2019 (together with Stephan Oepen)

Evolution of concepts in Russian news texts 3rd Moscow-Tartu Digital Humanities School
tutorial

Moscow, Russia, 2018 (together with Elizaveta Kuzmenko)

Historical geography in language statistics 2nd Moscow-Tartu Digital Humanities School
tutorial

Moscow, Russia, 2017 (together with Fedor Korandey and Elizaveta Kuzmenko)
Distributional semantic models and their applications Computational linguistics workshop
invited talk

Moscow, Russia, 2017 (Institute for System Analysis, Russian Academy of Science)
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