
Chapter 3
Relationships to Other Concepts

Kyrre Glette, Peter R. Lewis, and Arjun Chandra

Abstract This chapter will relate our concepts of computational self-awareness
and self-expression to other efforts in computer science and engineering under the
self-awareness label. Depending on the fields, the term self-awareness may have dif-
ferent meanings and may be more or less defined. Considering mainly disciplines
which explicitly cover self-awareness, we present a selection of clusters of research,
and their interpretation of the term. The examples range from basic, but efficient,
electronic communication systems, through self-awareness in robotics and large IT
systems, to more abstract and formal concepts of self-awareness emerging collec-
tively through interaction of simple nodes. While there are many examples of work
addressing self-awareness at different levels, there still seems to be a lack of general
definitions and frameworks for working with self-awareness and self-expression in
a computing context.

3.1 Introduction

Various research initiatives have used the term self-awareness explicitly to describe
a property of their computing machinery within computer science and engineering.
In some cases, the literature goes further and attempts to define what self-awareness
might mean in the context of that research. From these initiatives, a number of clus-
ters stand out as significant efforts to incorporate self-awareness into computing
systems. However, in our view, there is a lack of a shared understanding of self-
awareness concepts between these clusters. Additionally, these existing efforts have
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not in our view been sufficiently based on real concepts of self-awareness from psy-
chology; rather the term self-awareness has been used as an informal description
for desirable properties which might appear to fit it. In other cases, self-awareness
has been identified in the literature as a likely beneficial property for computing
systems to possess, though this has been elaborated on little and the term is left
largely undefined. One of the potential causes for this lack of a systematic treat-
ment of the term is likely the apparent disagreement on a universal definition for it
within neuroscience and psychology literature. Computer science and engineering,
where researchers tend to have a more practical approach to specifying concepts,
have therefore banked on intuition for a definition, driven more by the solutions to
the immediate computational problems of interest than by philosophical considera-
tions.

Even though there is little agreement on the definition of the term both in psy-
chology and computer science, there is a general agreement that self-awareness in
computing systems, howsoever intuitively defined, can be beneficial. Some of these
benefits have been summarised by Schaumeier et al. [351]. In general, the prob-
lem that self-awareness tends to address in a major portion of computing literature
can primarily be characterised as the increasing difficulty we face in managing sys-
tems with physically or logically distributed autonomous components. Crucially, it
is commonly believed that there is a limit to which any component may be able to
dictate the behaviour of another. Decision making towards optimising system-level
goals in such decentralised systems is therefore distributed across the components,
each having access to partial information, which may further be unreliable in terms
of the extent to which it is causally relevant to globally optimal decision making.
It has been argued that components that possess self-awareness as some form of
introspection capabilities [351] may aid the system towards globally efficient de-
cisions. Intuition suggests that introspection may allow components to get fairer
deals (e.g., fair allocation of tasks) for themselves out of interactions with their non-
dictating and potentially unreliable neighbourhoods. Thus, if all components were
to benefit from such interactions, it is likely for the system to benefit as a whole.
Self-organisation of this kind may further involve components ascertaining and in-
teracting towards preventing malicious behaviour, whilst managing their own degree
of participation and role in the interactions. Additionally, systems which have to deal
with humans, e.g., robotic assistants, intelligent tutors and music recommendation
systems, also have to manage the degree of interaction necessary over time, so as
to do “just enough” for users, thereby preventing disengagement resulting from too
much or too little interaction. Such systems can benefit from having a computational
notion of how they influence user behaviour.

We now introduce and discuss various clusters of research, each containing a
large body of work using some notion of self-awareness. Early work surveying these
efforts has been carried out by Lewis et al. [237].
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3.2 Self-awareness in Artificial Intelligence

The higher levels of self-awareness, such as the meta-self-awareness introduced in
Chapter 2, have been of particular interest in the artificial intelligence community.
These concepts overlap significantly with meta-cognition, defined by Metcalfe and
Shimamura [264] as knowing about knowing. Integration of AI technologies into
systems that, as a result of the integration, exhibit self-awareness of this meta-
cognitive form has been on DARPA’s research agenda for some time [313]. In-
deed, architectural issues in building such integrated systems which then exhibit
self-awareness were the subject of a DARPA workshop in 2004 [12].

Cox argues that being aware of oneself is not merely about possessing informa-
tion, but being able to use that information in order to generate goals, which may
in turn lead to the information being modified [84]. Importantly, Cox also suggests
that meta-cognition is similar to the algorithm selection problem, wherein the task
is to choose the most efficient algorithm from a set of possibilities. This notion of an
ability to select one’s own method of collection and processing of information, ac-
cording to goals which may themselves be modified by the individual, has much in
common with the conceptual self discussed in Chapter 2. Cox further considers the
differences between cognition and meta-cognition and argues that a meta-cognitive
system is one whose domain is itself, such that it can reason about its knowledge,
beliefs and reasoning process, as opposed to merely using knowledge about itself.
This indeed is a capability of the conceptual self, and our corresponding notion of
meta-self-awareness, discussed in Chapter 2.

3.3 Self-awareness in Collective Systems

A key concept inspiring our definition of computational self-awareness, as discussed
in Chapter 2, and also our reference architecture, discussed in Chapter 4, is the no-
tion that self-awareness can be an emergent phenomenon, arising from interactions
within a collective system. Moreover, a self-aware system under consideration may
be composed of a set of heterogeneous nodes which individually possess various
levels of self-awareness, and it is also possible to consider self-awareness at sev-
eral hierarchical levels. The notions of span and scope of self-awareness, as well as
hierarchical considerations, will be elaborated on in Chapter 4.

Several directions of self-aware computing systems research consider systems
with nodes at various levels of self-awareness, as well as emergent self-awareness.
Examples of these are the autonomic and organic computing paradigms, and the
formal modelling undertaken in the ASCENS project, which will all be covered
in the following sections. One recent example of a hierarchically and collectively
self-aware system is the heterogeneous swarm of autonomous underwater vehicles
targeted in the CoCoRo project [354]. Here, self-awareness is considered at three
hierarchical levels: the individual level, the group level, and the swarm level. At the
individual level, the underwater robot needs to determine its own capacity to achieve
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objectives, and adapt accordingly, while at the group level awareness is present in
a mechanism for locating toxic sources. Finally, at the swarm level, self-awareness
allows the swarm to monitor global state information and activity, which can lead
to adaptation of the swarm behaviour, or sensing when the swarm has completed a
task.

3.4 Formal Models for Self-awareness

With a particular focus on distributed or collective self-awareness, recent research
has also been conducted on the question of how to formally specify both knowledge
and behaviour of self-aware collectives. For example, in the ASCENS1 project, for-
mal methods are applied to ensembles of components (such as robots or cloud com-
puting services). In this project, a symbolic mathematical model for normatively de-
scribing a system of interacting components, which is referred to as the general en-
semble model (GEM), is proposed [177]. GEM purports to be a common integrated
system model for describing components, each normally described using disparate
mathematical techniques, and their interactions. In order to construct a mathemat-
ical model that can encapsulate such descriptive differences amongst components,
the GEM specification works at a higher level of abstraction, namely, set theory
and order theory. One then has to only consider describing an adaptive system as
relations between inputs and outputs. Multiple adaptive systems can be combined
using a combination operator, allowing a collective to be described as an adaptive
system of adaptive subsystems. Importantly, using this combination operator, GEM
is able to characterise the combination of the environment, the connections between
the collective and the environment, and the collective itself as a system in its own
right.

GEM further defines adaptation domains, each of which is composed of a range
of environments that a collective has to be able to face, the connections between the
collective and such environments, and the goals that the collective has to achieve
or satisfy. Using order theory, a preorder of adaptivity for systems is then possible
to specify. With such a formulation of systems, their adaptivity to various environ-
ments and against other systems, formal assessment of the adaptive capabilities of
a system becomes possible. Indeed, a system that possesses or obtains knowledge
of itself and its environment influences its own adaptivity. GEM goes on to further
define the notion of knowledge. Knowledge that is possessed by the system at the
component and at the collective level is modelled as ontologies. A meaningful data
structure offers opportunities for inference, e.g., compensating for uncertainty of
observations. Moreover, an ontological representation of contextual knowledge al-
lows the component/system to identify known and unknown situations, and learn
the relationships between its actions, encountered situations, and goals. Learning
allows the system or its components to obtain knowledge at the time of operation in

1 http://ascens-ist.eu/
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the form of patterns, influencing how they might manage their goals in the future.
Such knowledge, when employed by components to recognise changes taking place
internally, at the level of the collective, and in the environment, and to learn about
new situations upon detecting a change, provides awareness to the components.
Part of this conceptualisation of awareness is self-awareness, which is defined as
the employment of knowledge by a component to recognise changes taking place
internally. When a component is able to recognise changes taking place at the level
of the collective, such recognition abilities are termed context-awareness. Any learn-
ing which happens upon change detection forms part of the situational awareness of
the component.

Vassev and Hinchey [397] discuss in some detail the current state of the art in
ontology-based knowledge representation within self-aware collective systems in,
and lay out both formal deterministic and probabilistic variants. They argue that this
will facilitate better self-awareness through easier analysis of the states and goals of
local parts of the system.

3.5 Self-awareness in Engineering

While meta-cognition or meta-self-awareness are concerned with higher reasoning
abilities, and are of particular interest in artificial intelligence, efforts exist at a more
fundamental level to engineer systems which explicitly consider knowledge about
themselves. A case for a paradigm shift in system design practice is put forward by
Agarwal and Harrod [3] and elaborated on by Agarwal et al. [4]. The idea here is
to move from a procedural design methodology wherein the behaviour of the com-
puting system is pre-programmed or considered beforehand (i.e., at design time),
towards a self-aware system where this is not required and the system adapts to its
context at run-time. One aim is to avoid or reduce the need to consider the avail-
ability of resources and various other constraints beforehand, instead intelligently
trading-off available resources for performance at run-time.

Importantly, for a system to be self-aware it is not required that it be highly com-
plex; indeed, the scalability of the concept means that self-awareness has also been
considered in much simpler systems. An example of this is the so-called cognitive
radio devices [133], which monitor and control their own capabilities and also com-
municate with other radio devices to monitor theirs. This enables them to improve
the efficiency of communication by negotiating changes in parameter settings [404].
In this case, it is the system’s ability to monitor and reason about its operational ca-
pabilities that is used to justify the label self-aware. Specifically, a self-aware radio
device

“needs to understand what it does and does not know, as well as the limits of its capabil-
ities. This is referred to as self-awareness. For instance, the radio should know its current
performance, such as bit error rate (BER), signal-to-interference and noise ratio (SINR),
multipath, and others. In a more advanced case, the agent might need to reflect on its previ-
ous actions and their results. For instance, for the radio to assess its travel speed a fortnight



28 Kyrre Glette, Peter R. Lewis, and Arjun Chandra

ago between locations A and B, it might be able to extract parameters from its log file and
do the calculation. For the radio to decide whether it should search for the specific entries
in the log and then perform appropriate calculations (or simply guess), it needs to know
the effort required to perform such a task and the required accuracy of the estimate to its
current task” [133, p. 405]

Driven by the need for satisfying heterogeneous QoS requirements across future
multimedia networks, distributed monitoring and control is increasingly being seen
as a viable solution for routing data as well. “Smart” networks, that use an adap-
tive packet routing protocol called cognitive packet network (CPN) as part of their
routing architecture, are reviewed in [347]. CPN enables nodes on the network to
monitor and learn at run-time the efficacy with which they can deliver packets that
go through them. Node-level monitoring and learning allow the network to contin-
uously adapt the route between a source and a destination, taking into account the
potentially changing QoS requirements of nodes falling on the path between these
end points. In a manner reminiscent of stigmergy, the successful delivery of a packet
carves a route along the network, followed by the nodes along this route receiving
feedback pertaining to this success. This feedback is key to run-time learning, en-
abling packet forwarding decisions to be made at each node. Nodes which are on
routes leading to fewer packet losses tend to be preferred for packet forwarding,
and exploration of different routes is encouraged through the allowance of a small
number of random packet forwarding decisions. A network using CPN as a routing
protocol is therefore seen as self-improving, and resilient to changing network con-
ditions. The resilience of networks using CPN to denial of service attacks is shown
by Gelenbe and Loukas [144], and self-awareness in the network is attributed to
the use of CPN infrastructure with node-level restrictions on bandwidth. Node-level
control, enabled by the CPN infrastructure, facilitates nodes’ being able to detect
and stifle excessive traffic passing through them.

Santambrogio et al. [349] and Hoffman et al. [170] propose the concept of ap-
plication heartbeats as an enabling technology for self-aware computing systems.
These heartbeats are intended to establish a standard way of defining application
goals and evaluating the performance of a system attempting to achieve those goals.
Heuristic and machine learning techniques may then be applied in order to provide
adaptation and decision making behaviour. Application heartbeats form part of the
SEEC approach [172] to designing self-aware systems.

When engineering a self-aware system, Agarwal argues that five design proper-
ties of the system should be considered [4]. Namely, they should be:

• Introspective, i.e., they can observe and optimise their own behaviour,
• Adaptive, i.e., they can adapt to changing needs of applications running on

them,
• Self-healing, i.e., they can take corrective action if faults appear whilst moni-

toring resources,
• Goal-oriented, i.e., they attempt to meet user application goals, and
• Approximate, i.e., they can automatically choose the level of precision needed

for a task to be accomplished.
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Introspection, the ability to obtain knowledge concerning one’s own behaviour,
clearly forms part of self-awareness according to the definitions given in Chapter 2.
However, subsequent optimisation of the system’s behaviour is not directly con-
cerned with the process of obtaining and representing that knowledge. Instead, this
optimisation is concerned with the system’s subsequent behaviour, thus relating to
our concept of self-expression. Goal orientation, for example, requires knowledge
of one’s own goals, clearly a part of self-awareness. Subsequent behaviour which
attempts to meet such goals, however, is not primarily concerned with obtaining or
representing the knowledge, and falls under the concept of self-expression.

3.6 Self-awareness in Pervasive Computing

Self-awareness has also been of great interest to the pervasive computing commu-
nity. Here, research is primarily concerned with systems that are mobile and hence
their environment, performance and context changes. As such, these systems need to
monitor their own state and their external environment, in order to adapt to changes
in a context-specific way. Often monitoring and adaptation are studied in the context
of human-computer interaction, since the interest is in how such systems self-adapt
in order to be useful to humans in different situations (e.g., “going for a run”). A sur-
vey by Ye et al. [419] covers issues and challenges involved in assimilating sensor
data from a myriad of sources in order for pervasive computing systems to iden-
tify situations which a human user, and hence the system itself, may be in. They
show a shift in techniques over time from logic-based ones towards those that are
learning-based, as obtained sensor data has become more complex, erroneous and
uncertain, with sensors becoming ever more pervasive. Given currently available
model building techniques, the learning of mappings between sensor data and a no-
tion of the situation type poses several challenges. For example, the lack of training
data available in rapidly changing contexts in the real world can lead to low perform-
ing models. This has been tackled by considering unsupervised learning [156, 46]
and web mining [315]. Another line of research within pervasive computing [186]
is concerned with constructing simulation models of contexts, in which so-called
context-aware applications can learn and be tested.

3.7 Self-awareness in Robotics

One domain where self-awareness would seem an obvious property for success is
the field of robotics, and in particular for autonomous and human-like robots. In-
deed, architectures for autonomous robots have at least implicitly incorporated sev-
eral levels of self-awareness and self-expression as defined in Chapter 2 for a long
time, such as in sense-plan-act and other agent-based architectures [345]. Holland
argues [175] that robots could benefit greatly from internal models, and identifies
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four major areas where such models would be advantageous: when processing novel
or incomplete data, for detecting anomalies, for enabling and improving control, and
for informing decisions.

Further, Winfield argues [414] that internal models in robots provide a form of
self-awareness, and that this property is indeed necessary to achieve safety in un-
known or unpredictable environments. By constructing and evaluating internal mod-
els of the robot itself and its surroundings, consequences of possible future actions
can be evaluated. This kind of self-simulation allows for a possible moderation of
the robot controller, such that future unsafe actions are not executed. Interestingly,
this also opens up for a form of minimal ethical consideration in robots – robots
could be programmed to avoid consequences involving humans being harmed. An-
other form of self-modelling in robots can be found in the Nico robot [161], where
the robot’s kinematic model and cameras are calibrated together. This unified ap-
proach results in a tightly calibrated self-model with low positional error on the
end effector. The same approach was also used for calibrating the use of a tool, by
incorporating the tool into the self-model.

Going beyond calibration, a robot building from scratch a self-model of its own
morphology is presented in [41]. The model, constructed through exploratory move-
ments, can then be used in the search of an appropriate locomotion pattern. This
approach promises resilient robots—if the robot’s body is damaged, it can discover
this, build a new morphological self-model, and then adjust its locomotion accord-
ing to the new model. The concepts of self-modelling and self-reflection in robots
are further discussed in [40], where self-reflection is stated as an important aspect of
self-awareness. An example of such a self-reflective robot is demonstrated in [426],
where a robot with two “brains” is constructed—one neural network module moni-
tors the actions of a lower-level neural network module. This is well in line with our
concept of meta-self-awareness.

3.8 Self-awareness in Autonomic Systems

One of the key areas of computing research where the term self-awareness litters
the literature is autonomic computing. Just over a decade ago, IBM proposed [180]
a grand challenge to tackle “a looming software complexity crisis” [213]. It was
argued that the complexity of computing systems, increasingly composed of dis-
tributed, interconnected components would soon be effectively unmanageable by
humans, who would be unable to grasp the complexities, dynamics, heterogeneity
and uncertainties associated with such systems [371]. Since then, the field of au-
tonomic computing has developed, in an attempt to address this grand challenge.
The key idea behind autonomic computing is that such complexity leaves system
managers neither able to respond sufficiently quickly and effectively at run-time,
nor consider and design for all possible actions of and interactions between compo-
nents at design-time. Thus, in response, autonomic systems should instead manage
themselves at run-time, according to high-level objectives [213].
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Indeed, how to achieve effective self-management of complex IT systems is the
fundamental aim of research in autonomic computing. Here, the concept of self-
management is decomposed into four activities: self-configuration, self-optimisation,
self-healing and self-protection. Unlike some of the other types of systems described
in this chapter (such as meta-cognitive systems and robot swarms), these aims of au-
tonomic systems are geared more towards achieving functional and non-functional
goals associated with the management of IT systems, than achieving interesting self-
adaptive or self-organising behaviour per se. However, looking deeper, we can see
that such behaviours are indeed necessary for systems to self-manage. Indeed, the
autonomic computing literature defines [371, 309, 105] four additional properties
of autonomic systems, which are required in order to enable the activities above.
These are self-awareness, environment-awareness or self-situation, self-monitoring
and self-adjustment.

Self-awareness in the autonomic computing literature to date is concerned exclu-
sively with what is described as private self-awareness in the psychological litera-
ture, discussed in Chapter 2. Similarly, our notion of public self-awareness can be
compared with the notion of situated environment-awareness in autonomic comput-
ing, where the environmental knowledge concerned is built up through monitoring
and observation, and constructed through modelling and learning at run-time. Fi-
nally, self-adjustment, as a form of self-expression, is concerned with behaviour of
the autonomic system being based upon such learnt knowledge. Despite the preva-
lence of the term self-awareness in autonomic computing research, the literature of-
fers little in the way of definition or guidance on conceptually what self-awareness
might be in this context.

In order to gain some understanding of the role of self-awareness in autonomic
computing, it is helpful to examine how such systems are typically built. Each
component in the IT system is managed by a so-called autonomic manager, an
autonomous agent responsible for monitoring the managed element and its envi-
ronment, then constructing and executing plans based on an analysis of that infor-
mation. In addition, a knowledge repository is available to the autonomic manager,
containing models of the behaviour and performance of the managed component,
which are typically developed and provided by an expert in advance to enable run-
time planning. Together, the monitor-analyse-plan-execute loop and the knowledge
repository are known as the MAPE-K architecture [190], which forms the basis of
the design of many autonomic managers. The MAPE-K architecture is depicted in
Figure 3.1; as can be seen it has much in common with other general agent archi-
tectures, such as those described by [345].

However, a decade since the original autonomic computing concepts were pro-
posed for the management of complex IT systems, autonomic systems research now
takes a broader view of applications, architectures and techniques. For example, au-
tonomic systems are commonly now considered to include applications as diverse
as pervasive computing [146], communication networks [104] and robotic swarms
[427]. Indeed, any networked system which manages itself through autonomous de-
centralised decision making could be considered autonomic. Appropriately, a gener-
alisation of the original MAPE control loop for autonomic systems, acknowledging
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Autonomic manager

Knowledge
Monitor Execute

Managed element

PlanAnalyse

Fig. 3.1 The MAPE-K architecture for autonomic managers (inspired by [190]). The monitor and
analyse components obtain and analyse sensor information. This implements functionality for what
are termed self-awareness and environment-awareness in the autonomic computing literature, and
can be compared with the concepts of private and public self-awareness introduced in Chapter 2.

that a multitude of techniques could be used to realise each step, is described in
[105]. This more generalised autonomic control loop consists of: collect, analyse,
decide, act. In one example of this generalisation, the analysis and planning steps
from MAPE are replaced with a reinforcement learning algorithm [383]. Also in
this approach, hybrid knowledge bases, consisting of available domain knowledge
and that obtained during run-time, are advocated.

3.9 Self-awareness in Organic Computing

In the absence of system-wide knowledge for decision making and control, the
emergence of desirable global behaviour through local interactions is one of the
fundamental challenges in complex systems research today. Indeed, desirable emer-
gence is seen as one of the key benefits that autonomous self-aware components
could enable in these systems [351]. One research initiative that directly addresses
the issue of desirability in self-organised, indeed emergent, behaviour of complex
systems is organic computing [277]. Desirability is the main research focus here,
and, depending on system-level requirements, takes precedence over the degree of
autonomy afforded to individual components. According to Schmeck [353], “it is
not a question of whether self-organising systems will arise, but how they will be
designed and controlled.”

An organic computing system is said to be strongly self-organised if its com-
ponents do not rely on any central control for coordination. A weaker form of
self-organisation allows for the system boundary to be relaxed by the inclusion
of a central observer and controller within it, thereby making the observation of
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system-wide objectives carried out by some component, followed by corrective con-
trol. Indeed, lowering the degree of autonomy afforded to individual components is
therefore the price paid for the achievement of desirable global behaviour. Such
concession of autonomy is one major difference between organic and autonomic
computing (discussed in Section 3.8), the latter favouring strong self-organisation.

SuOC

Organic system

Observer Controller
ob

se
rv

es

controls

reports

input output

goals

system status

Fig. 3.2 Observer/Controller architecture (inspired by [338]). The organic system under observa-
tion and control (SuOC) consists of several self-aware heterogeneous nodes.

The observer and controller approach to governing the emerging global be-
haviour of a self-organising system is central in organic computing, and a generic
Observer/Controller system architecture has been proposed. Here, the decentralised,
self-organising system to be governed is called a system under observation and con-
trol (SuOC), and the observer and controller components are responsible for surveil-
lance and feedback through a control loop [338]. An illustration of this architecture
can be seen in Figure 3.2. The observer collects and aggregates behaviour informa-
tion about the SuOC through sensor information. The resulting system indicators are
reported to the controller which can then, based on objective functions, constraints,
and overall goals, take actions to influence the SuOC. The architecture has several
implementation options: both centralised and decentralised, as well as hierarchical
approaches, are possible.

3.10 Self-expression in Computing

Though the notion of self-expression is not common in the approaches to self-
awareness in the literature, there is little doubt that the concepts covered by self-
expression are implemented and discussed in alternative ways. For example, both
the MAPE-K and the Observer/Controller architectures emphasise the distinction
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between knowledge collection and acting based on this knowledge. Two related, but
not similar definitions of self-expression were proposed at the International Con-
ference on Self-Adaptive and Self-Organizing Systems Workshops in 2011, namely
the definition of Zambonelli et al. [427] and our own interpretation [237]. Our own
interpretation is presented in Chapter 2 of this book; Zambonelli et al., stemming
from the autonomic computing community, propose a slightly different approach
where

“Self-expression mechanisms concern the possibility of radically modifying at run-time the
structure of components and ensembles.”

This definition implies a stronger change, and action selection and parameter modifi-
cation in this context are referred to as self-adaptation. In contrast, our own interpre-
tation of self-expression is wider, encompassing also action selection and parameter
modification. Hölzl and Wirsing point out these differences [178], and categorise
our definition as behavioural self-expression and the definition of Zambonelli et
al. as structural self-expression. They further build on the definition of behavioural
self-expression to also include a degree of self-expression, which is based upon how
much the given actions work towards the goals of the system.

3.11 Summary

In this chapter we covered several approaches which explicitly use the term self-
awareness in computer science and engineering literature, from theoretical levels to
hardware implementations.

First, we saw how the artificial intelligence community took particular interest
in a higher level of self-awareness—the meta-cognitive approach, similar to our
notion of meta-self-awareness. Then, we saw how self-awareness is considered at
agent levels, but also how it may appear collectively through interaction of simpler
nodes, that is, at higher hierarchical levels in a complex system. The formal mod-
elling approaches of the ASCENS project as well as the organic computing initia-
tive are both explicitly emphasising this kind of collective self-awareness in systems
consisting of heterogeneous self-aware nodes. On a more concrete level, the engi-
neering approaches in cognitive radio and cognitive packet networks make use of
introspection to monitor their own performance in the network. However not only
private self-awareness is displayed, as the nodes also need to assess their perfor-
mance in relation to the rest of the network, thus introducing public self-awareness
as well. In pervasive computing and robotics we saw how self-models of the agent as
well as its context were constructed, allowing for sophisticated reasoning and pre-
diction of the outcome of future actions. These models typically comprise almost
all levels of computational self-awareness according to our definitions in Chap-
ter 2, i.e., stimulus-awareness, interaction-awareness, time-awareness, as well as
goal-awareness, though not necessarily meta-self-awareness. In our final example,
the autonomic computing approach tries to tackle the very concrete challenge of
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managing complex IT systems, through self-management. Autonomic computing
distinguishes between self-awareness and situated environment-awareness, corre-
sponding well to our concepts of private and public self-awareness.

It should be noted that there are also several other approaches within engineering
and computer science which do not explicitly claim self-awareness, but still operate
under similar principles. This becomes true in particular when considering the lower
levels of computational self-awareness defined in Chapter 2. Often, the use of self-
awareness refers to quite disparate ideas, for example, to highlight quite specific
self-monitoring capabilities of a system or to indicate an awareness by the system
of the user or context or that a component has a conceptual knowledge of the wider
system of which it is part.

Despite the many forms of computational awareness discussed, many approaches,
including the big architectural approaches like MAPE-K and Observer/Controller,
do agree on the distinction between awareness and action. This key split between
functionality responsible for knowledge acquisition and representation and that re-
sponsible for knowledge use and behaviour is important, and our concepts of self-
awareness and self-expression follow the same line of distinction. However, though
implicitly implemented, the concept of self-expression is not widely adopted in a
computing context; but it has received increased attention in recent years.

There exist so far few efforts to establish a common framework for describing or
benchmarking the self-awareness capabilities of computing systems, or the benefits
that increased self-awareness might bring. Still, there seems to be a common under-
standing that studying self-awareness concepts, and implementing features of self-
awareness, is a necessary path to take in order to cope with, and achieve efficiency
in, increasingly complex computing systems dealing with dynamic environments. In
that endeavour, common notions of what self-awareness and self-expression mean in
a computational context would be of utmost importance. Common definitions and
frameworks would help us not only to answer questions about the self-awareness
properties of a system, such as what kind of self-awareness is present, and to what
extent, but also to reason about the benefits and costs of implementing a certain form
of computational self-awareness.
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