
Chapter 2
Self-awareness and Self-expression: Inspiration
from Psychology

Peter R. Lewis, Arjun Chandra, and Kyrre Glette

Abstract Self-awareness concepts from psychology are inspiring new approaches
for engineering computing systems which operate in complex dynamic environ-
ments. There has been a broad and long-standing interest in self-awareness for com-
puting, but only recently has a systematic understanding of self-awareness and how
it can be used and evaluated been developed. In this chapter, we take inspiration
from human self-awareness to develop new notions of computational self-awareness
and self-expression. We translate concepts from psychology to the domain of com-
puting, introducing key ideas in self-aware computing. In doing so, this chapter
therefore paves the way for subsequent work in this book.

2.1 Introduction to Self-awareness

The Oxford English Dictionary defines awareness as “knowledge or perception of
a situation or fact.” Informally, we might typically consider that humans build up
knowledge, or become aware of things, by perceiving the world around them. We
observe interactions, listen to other people, watch television, read books, and, par-
ticularly in early life, learn through play. When considering awareness in humans,
it is common to consider that all the knowledge we possess, all of our awareness,
is acquired through perception. This idea was first postulated by Hume [187], who
argued that all human knowledge is induced from experience. What then does it
mean for a human to be self-aware? For Hume, the “self” is not a defined physical
entity, but instead describes the bundle of experiences or perceptions unique to an
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individual. A Humean form of self-awareness might then be considered to consist
of an individual’s knowledge of its experiences. Kant [210] criticised Hume’s view,
extending the scope of the self significantly, arguing that there is some entity which
is the subject of these experiences, and is common through space and time. This
Kantian self synthesises information from experiences with concepts held in the
mind and with the imagination. Kant further argued that as an individual performs
actions within the world, since its actions are based on its synthesised knowledge,
they represent its self, giving rise to the self also as an object. This object in turn is
something which can be perceived and experienced.

Though there is a long history of analysis of the nature of the self in philosophy,
more recently, psychology has made a more pragmatic attempt to develop an under-
standing of the varieties of knowledge individuals possess concerning themselves.
The notion of self-awareness first appears in the literature around the turn of the
twentieth century [25, 382], perhaps most importantly with James [197] making the
distinction between two forms of self based on the differences between the Humean
and Kantian views described above. First, the implicit self, often referred to as the
self-as-subject, or the “I”, is the self which is the subject of experiences. These ex-
periences are unique to the individual, and they are from the individual’s own point
of view, determined by factors such as their sensing apparatus, their situation within
the world, and other factors associated with their own state. Second, the explicit self,
or self-as-object, can be discerned. Here the self is an object of knowledge. It is a
thing which can be recognised, modelled and reasoned about, including in relation
to other objects in the world. An individual’s awareness of its explicit self is often
considered the more advanced form of self-awareness in this distinction, building
on implicit self-awareness. Indeed, implicit self-awareness emerges much earlier in
the lives of human infants than its explicit counterpart does [231].

One commonly considered form of self-awareness is that as measured by the
so-called mirror test [140]. A subject being evaluated is presented with a mirror,
to which it is then allowed to get accustomed. The subject is then distracted and,
without its knowledge, a visible change is made to its appearance. This is usually
done by marking its face, e.g., putting a spot on its cheek or forehead. The subject
is then presented with the mirror again. Any behaviour directed towards this marker
by the subject implies self-recognition, which is seen as being enabled by a mental
representation of oneself (also known as a secondary representation). As Asendorpf
et al. [18] put it:

“[secondary representation] is not a perception of oneself but rather a constructed mental
model of oneself that can be manipulated in fantasy. Therefore, the ability to recognise
oneself in a mirror that requires linking a mirror image (a primary representation) with
one’s self marks the capacity for secondary representation.”

Explicit self-awareness requires a subject to possess the capacity to construct
such a secondary conceptual representation of itself. What then does the mirror
test tell us about self-awareness? Humans, primates and some other animals have
“passed” the mirror test [140, 18], however, Haikonen [155] showed that very little
sophistication in computing machinery can enable a computational system with vi-
sual sensors to also pass. Haikonen therefore goes on to suggest that the ability or
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inability to self-recognise may not prove the presence or absence of self-awareness
more generally at all. Since a computing system can specifically and easily be de-
signed to pass the mirror test, using the test as a yardstick by which to tell whether or
not the system is self-aware may thus be a misleading notion. Indeed, even if we ac-
cept Asendorpf’s [18] claim that self-recognition requires some form of secondary
representation (i.e., a conceptual model) of oneself, it is clear that the mirror test is
concerned with a quite specific aspect of what might be considered self-awareness,
based on a conceptual model of one’s appearance. As this chapter will go on to
discuss, we are concerned in this book with a broader treatment of self-awareness.

As should now be apparent, and is highlighted in recent work (e.g., by Morin [275],
Legrain et al. [231] and Rochat [344]), there is much ongoing discussion about what
might and what might not constitute self-awareness and various observed forms of
it. In some cases, more “primitive” aspects of self-awareness are stated to fall in-
stead into consciousness, upon which self-awareness builds. For example, Morin’s
definition considers self-awareness as distinct from, but building upon conscious-
ness, as “the capacity to become the object of one’s own attention.” Further, he also
addresses the conceptualisation of subjective experience, describing a self-aware
organism as one that “becomes aware that it is awake and actually experiencing
specific mental events.”

In other cases, this perceptual (or pre-conceptual) subjective experience is itself
also included in the scope, effectively presenting self-awareness and consciousness
as overlapping concepts. In this chapter, our concern is not with attempting to settle
these debates, but instead with understanding theories of self-awareness as presented
in the literature, with the aim of developing concepts inspired by self-awareness to
benefit the design of computing systems. Therefore, some of what is presented and
discussed here is considered by some literature, but not all, to be forms of conscious-
ness rather than self-awareness proper.

2.2 Key Concepts for Self-aware Systems

In drawing inspiration from psychology, in this book we utilise three key con-
cepts which appear prominently in the self-awareness literature, and which have
shown promise as useful concepts in the design of self-aware computing systems.
These three key concepts are (i) public and private self-awareness, (ii) the extent
of self-awareness capabilities can be characterised by various levels, and (iii) self-
awareness can be a property of collective systems, where knowledge need not be
present in a single central source, and may instead be distributed. Further, we argue
that self-awareness properties alone are of limited value in computational systems,
or indeed any system at all, unless accompanied by associated behaviour. In this
book we use the term self-expression to refer to behaviour based on self-awareness.
The remainder of this section introduces these key concepts.



12 Peter R. Lewis, Arjun Chandra, and Kyrre Glette

2.2.1 Public and Private Self-awareness

As discussed above, Morin’s definitional introduction to self-awareness contains
two aspects. His first is centred on the idea of being the “object of one’s own at-
tention”, and establishes a subject-object view of self-awareness, where aspects of
oneself are objects within a conceptual mental model. This explicit self-awareness
(as presented, e.g., by Legrain et al. [231]) permits an individual to focus its atten-
tion on itself, to consider itself as an object within the world, and to observe and
consider its own behaviour. However, Morin’s second passage, that the individual
“becomes aware that it is awake and actually experiencing specific mental events”
reveals another facet of self-awareness, that which is implicit. This is concerned not
with the self-as-object “me”, but rather with “I”, the self-as-subject of experiences.
Here, the individual is aware of its experiences within the world, and that these are
its own experiences, subjective and unique.

This distinction was first expounded in detail by Duval [111], who defined two
classes of self-awareness: subjective and objective. Objective self-awareness is de-
scribed as being “focused exclusively upon the self and consequently the individual
attends to his conscious state, his personal history, his body, or any other personal
aspects of himself” [111]. Subjective self-awareness by contrast is described as “a
state of consciousness in which attention is focused on events external to the indi-
vidual’s consciousness, personal history, or body” [111].

Many authors have since developed this distinction further [131, 55, 58, 137,
147], in whose literature a slightly different distinction between public and private
self-awareness develops. Private self-awareness is concerned with obtaining knowl-
edge of internal phenomena, typically externally unobservable and accessible only
to the individual. Such knowledge might include, for example, being hungry or hav-
ing a headache. More complex private self-awareness might include an individual’s
knowledge of its values, opinions, goals or thought processes. Public self-awareness,
on the other hand, is more concerned with how the individual can be (or is) perceived
externally. This might include knowledge of how the individual appears to others, its
social relationships or the effects of its interactions with the physical environment.
Froming et al. [137] describe this as awareness of oneself as a social object.

In a minimal form, we may consider public self-awareness only insofar as it
is present in individuals capable of implicit (or subjective) self-awareness. In this
case, the individual would be capable of subjective perception of its environment.
Given the unique situated nature of the individual, these experiences are themselves
uniquely related to itself. However, in an explicit (or objective) form, public self-
awareness may include knowledge of how the individual itself is or could be per-
ceived by others, for example, how it looks (recalling the mirror test discussed
above), whether it is a member of a particular group, or whether it has impacted
on a shared environment. This requires knowledge not only of its environment, but
also of itself as an object within that environment, an object of which others may be
aware.

In summary, an individual’s public self-awareness is concerned with knowledge
obtained from experiences of the perceived environment in which the individual is
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situated. This knowledge may include both social aspects (e.g., other individuals,
its own appearance) and purely physical aspects (e.g., the world). An individual’s
private self-awareness is by contrast concerned with knowledge obtained by ex-
periences solely concerning the individual. This knowledge is obtained internally
and is typically not available to others, unless the individual communicates it. An
individual which is self-aware in both the public and private senses therefore has
the capability to acquire and possess knowledge of its external environment and its
internal state.

In taking inspiration from self-awareness for computing systems, we could
choose (and some have previously chosen) to consider self-awareness only in its
explicit, private sense, as the ability to build conceptual models of (part of) its own
internals. Alternatively, we can broaden this further, to include the consideration
that a system’s sensing of its environment and itself provides a unique subjective
experience, which can be modelled and reasoned about. Regardless of how we
choose to draw the boundary around a definition of self-awareness, the literature
does agree that self-awareness even within both its implicit and explicit forms is
a multi-level phenomenon, where increasingly complex levels describe an individ-
ual’s self-awareness capabilities.

In considering the self-awareness capabilities of systems in general and com-
puting systems in particular, we are interested in the benefits (or not) of increased
self-awareness, relative to current state-of-the-art systems. For example, to what ex-
tent can endowing a system with conceptual models of itself, its interactions, its
goals, its past and its future enable more effective self-expression? Can this pro-
vide increased potential for adaptation? How important is a system’s ability to learn
such models for itself? What are the costs of maintaining and learning such mod-
els? And can a self-aware system build models of these costs too, taking account of
them when deciding how to best conceptualise itself and its world? On the implicit
side, what are the benefits of considering the subjective nature of a system’s sensory
input? To what extent does the consideration of a system’s own state affect how
that input is collected, stored, and reasoned about? Is there a benefit to considering
differences between systems’ own subjective experiences of a shared environment,
or does this simply add complexity to a system’s description, for little gain? These
questions give a flavour of the reasons why, in this book, we take a broad view of
self-awareness, including both implicit and explicit, and public and private forms.
The chapters throughout the book engage with different aspects of self-awareness,
from runtime learning and trade-off modelling, to exploring the heterogeneity of
different systems’ sensed experiences in a shared problem domain.

2.2.2 Levels of Self-awareness

As noted in much of the self-awareness literature (e.g., [231, 275]), it is widely be-
lieved that self-awareness is not a singular, all or nothing phenomenon, rather it can
be thought of as a spectrum, where the capabilities of an individual are associated
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with one or more levels of self-awareness. Accordingly, several attempts have been
made to define levels of self-awareness. Morin [275] provides a review of several of
these classifications, highlighting similarities and differences between them. Some
sets of levels, such as those by Rochat [344], focus on classifying self-awareness
capabilities according to the way in which they are observed to develop in human
children. Legrain et al. [231] provide a classification of three levels, considering only
explicit self-awareness. One classification, due to Neisser [284], describes five lev-
els which offer what is perhaps one of the most broad treatments of self-awareness,
from the most minimal to the most advanced. Importantly from our perspective,
Neisser’s model also includes aspects of implicit self-awareness. In line with our
approach of taking a broad view of self-awareness in our mission to translate con-
cepts from psychology to computing, we have focussed on Neisser’s levels as a
concrete source of inspiration. These five levels now follow.

1. Ecological self
The ecological self is the most minimal form of self-awareness. It permits suf-
ficient knowledge only for basic stimulus-response behaviour, as the individual
has a basic awareness of stimuli. The ecological self can be thought of as the
minimum requirement for the individual to not be unconscious.

2. Interpersonal self
The interpersonal self enables the individual to possess a simple awareness of its
external interactions, permitting limited adaptation to others in the performance
of tasks.

3. Extended self
The extended self extends the interpersonal self to permit reflection of inter-
actions over time. The individual is aware of the existence of past and future
interactions.

4. Private self
The private self allows the individual to process more advanced information
concerning itself, such as thoughts, feelings and intentions.

5. Conceptual self
The conceptual self, or self-concept, is the most advanced form of self-awareness,
representing that the individual is capable of constructing and reasoning about
an abstract representation of itself.

This final, most advanced level of self-awareness also permits what is sometimes
termed meta-self-awareness [276, 366]. This is an awareness on the part of the
individual that it is itself self-aware. Meta-self-awareness may consist of complex
analysis and reasoning of both public and private self-awareness processes at any
of the preceding levels. Examples of meta-self-awareness might include the indi-
vidual’s being aware that it is angry about something, or that it has recently learnt
a lot about a particular topic. Smallwood et al. [366] discuss awareness at the meta
level extensively, arguing that a lack of such a capability can lead to excessive mind-
wandering in humans. They argue that the absence of meta level awareness leads to
an individual being unable to direct its attention, thus exhibiting a lack of awareness
more generally.
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2.2.3 Self-awareness in Collective Systems

So far, we have just considered self-awareness in the context of a single individual.
However, Mitchell [272] notes that self-awareness can also be observed in collective
systems, where there is no central point at which such self-knowledge is located.
Examples of these collective systems include those comprised of individuals that
might normally be considered either organisms in their own right (e.g., ants in a
colony) or constituent cells of a larger organism (e.g., neurons in the brain). In these
cases, it appears from an external perspective that such biological collective systems
are self-aware at the level of the collective, even though this property may not be
present at the level of the individual component. This awareness, Mitchell describes
as being concerned with

“information about the global state of the system, which feeds back to adaptively control
the actions of the system’s low-level components. This information about the global state is
distributed and statistical in nature, and thus is difficult for observers to tease out. However,
the system’s components are able, collectively, to use this information in such a way that
the entire system appears to have a coherent and useful sense of its own state.” [272]

We have added the emphasis here, in order to highlight that a system which be-
haves as if it were self-aware is not necessarily required to possess a single “mind-
like” component1. Indeed, in many cases, the entire system appears self-aware, de-
spite only local knowledge being present at constituent parts of the collective. Self-
awareness might be considered the product of emergence.

This is a key observation which can contribute to the design of self-aware sys-
tems: one need not require that such a system possess a global omniscient controller.
Indeed, many natural systems appear to have been favoured by evolution which do
not have such a central point of control, and rely upon relevant knowledge being
available at appropriate locations within the system. It is highly likely that this idea
can improve the robustness and adaptability of such systems; these are desirable
properties for natural and artificial systems alike.

2.2.4 Self-expression

As we have seen, self-awareness is concerned with knowledge synthesised and held
by an individual about itself and its experiences. This knowledge may be centrally
held, or else distributed in nature. However, in studying the self-awareness prop-
erties of natural and computational systems, we have found it advantageous to ex-
plicitly and separately consider the related process of an individual determining its
behaviour as a result of this knowledge. This process we call self-expression. In

1 Indeed, while the brain has long been known to be a collective system composed of neurons, con-
sciousness in the human mind is itself thought by some [98] to also be a distributed phenomenon,
with nothing like what we might call global knowledge.
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social psychology, self-expression has been defined as “the assertion of one’s in-
dividual traits” [217]. Similarly, Chen et al. [66] define self-expressive individuals
as ones which behave “in line with their states and traits,” where a trait is “a ge-
netically determined characteristic or condition”,2 which may be either physical or
behavioural.

In this book, we therefore distinguish between self-awareness, which is the prop-
erty concerned with an individual’s knowledge, and self-expression, which is the
property concerned with an individual’s resulting behaviour, behaviour based on or
informed by its knowledge and characteristics. This also helps to highlight that ac-
tion or behaviour is not a requirement for self-awareness. It is, however, typically
highly useful, especially in purposeful systems such as those which are engineered.
For this reason, we typically consider self-awareness and self-expression together.

2.3 Computational Self-awareness

In this section, we propose that human self-awareness can serve as a source of
inspiration for a new notion of computational self-awareness and associated self-
expression. We introduce a general framework for the description of the self-
awareness properties of computing systems. In later chapters of this book, this
framework is developed into a reference architecture (Chapter 4) and a series of
derived architectural patterns (Chapter 5). Together, these can be used to determine
whether, how, and to what extent to build self-awareness capabilities into a sys-
tem. This framework provides a common, principled basis on which researchers
and practitioners can structure their work, and indeed is used throughout this book.
The psychological foundations, while not strictly necessary, can provide a means
of channelling a wide range of ideas – which would perhaps otherwise not have
occurred to engineers – acting to inspire the design of future computing systems.

While the concepts of public and private self-awareness transfer in a fairly
straightforward manner to computing systems, Neisser’s [284] five levels of self-
awareness lend themselves to being easily misinterpreted if discussed only in their
psychological context. Therefore, we have found it useful to make these psycholog-
ical concepts tangible from an engineering perspective. We do this by expressing
these concepts in computational terms or processes, as part of our proposed notion
of computational self-awareness.

2.3.1 Private and Public Computational Self-awareness

The first key idea of public and private self-awareness can be summarised as follows:

2 American Heritage Science Dictionary, Houghton Mifflin Harcourt, 2005
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• Private self-awareness: This is a system’s ability to obtain knowledge based on
phenomena that are internal to itself. A system needs internal sensors to achieve
this.

• Public self-awareness: This is a system’s ability to obtain knowledge based
on phenomena external to itself. Such knowledge depends on how the system
itself senses/observes/measures aspects of the environment it is situated in, and
includes knowledge of its situation and context, as well as (potential) impact
and role within its environment.

Some prior work in self-aware computing has considered only private self-
awareness, i.e., a system’s awareness of its own internal state. However, the im-
portance of the availability of external sources of information to self-awareness pro-
cesses should be emphasised: self-awareness is not only concerned with sources of
information internal to the individual. We argue that a full consideration of com-
putational self-awareness also includes public aspects, where a system’s knowledge
of itself in relation to its social and physical environment can be synthesised with
private self-awareness, in order to produce integrated conceptual models. In this
book, we hope to demonstrate that the distinction, inclusion and synthesis of both
public and private self-awareness raise many important questions for engineers of
self-aware computing systems.

2.3.2 Levels of Computational Self-awareness

We now describe our computational framing of the levels of self-awareness, which
were first presented by Faniyi et al. [127] and elaborated upon by Lewis et al. [236].
It is possible to relate the levels of self-awareness to the concepts of private and
public self-awareness, and hence the sources of the relevant knowledge (i.e., based
on internal or external sensors). The relevance of each level to these concepts is
also described. The relationship provides an indication of the architecture that will
be required in order to realise each of the levels. In each case, Neisser’s level of
self-awareness is given on the left, and our corresponding level of computational
self-awareness is on the right.

1. Ecological self −→ Stimulus-aware
A system is stimulus-aware if it is able to obtain knowledge of stimuli acting
upon it, enabling the ability to respond to events. It does not have knowledge of
past/future stimuli. Since stimuli may originate both internally and externally,
stimulus-awareness can be private, public or both.

2. Interpersonal self −→ Interaction-aware
A system is interaction-aware if it can obtain knowledge that stimuli and its own
actions constitute interactions with other systems and the environment. It is able
to obtain knowledge via feedback loops that its actions can provoke or cause
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specific reactions from the social or physical environment. Simple interaction-
awareness may just enable a system to reason about individual interactions.
More advanced interaction-awareness may involve the system obtaining knowl-
edge of social structures such as communities or network topology. Interaction-
awareness is typically based on external phenomena, whereby it is a form of
public self-awareness. However, a system which learns about causality in inter-
nal interactions with itself would constitute a form of private self-awareness.

3. Extended self −→ Time-aware
A system is time-aware if it can obtain knowledge of historical and/or likely
future phenomena. Implementing time-awareness may involve the system us-
ing explicit memory, time series modelling and/or anticipation. Since time-
awareness can apply to both internal and external phenomena, it can be private,
public or both.

4. Private self −→ Goal-aware
A system is goal-aware if it can obtain knowledge of current goals, objectives,
preferences and constraints. It is important to note the difference between goals
existing implicitly in the design of a system, and the system having access to
its goals such that it can reason about or manipulate them. The former does
not describe goal-awareness; the latter does. Example implementations of goal-
awareness include state-based goals (i.e., knowing what may or may not be
a goal state) and utility-based goals (i.e., ability to obtain a utility or objec-
tive function). Goal-awareness permits adaptation to changes in goals. When
coupled with interaction-awareness or time-awareness, goal-awareness permits
the ability to reason about goals in relation to other individuals or likely future
goals, respectively. Since goals may exist privately to the system, or collectively
as a shared or externally imposed goal, goal-awareness can be private, public
or both.

5. Conceptual self −→Meta-self-aware
A system is meta-self-aware if it is able to obtain knowledge of its own level(s)
of awareness and how the level(s) are exercised. Such awareness permits meta-
cognitive processes [84] to reason about the benefits and costs of maintaining
a certain level of awareness. It further allows the system to adapt the way in
which the levels of self-awareness are realised (e.g., by changing algorithms
realising the levels), thus changing the degree of complexity of realisation of the
levels). Since meta-self-awareness is concerned only with knowledge of internal
processes, it is a form of private self-awareness.

Figure 2.1 shows an illustration of the relationship between private and public
self-awareness concepts and these levels.

Although possession of (self-)knowledge is important to achieve computational
self-awareness, we argue that it is the ability to obtain this knowledge on an ongoing
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Private                        Public

Stimulus awareness

Interaction awareness

Time awareness

Goal awareness

Meta-self-
awareness

Fig. 2.1 Levels of computational self-awareness, and how they relate to private and public aspects
in this framework. While the first four levels can involve perception and conceptualisation of either
internal (private) or external (public) factors, meta-self-awareness is concerned with awareness of
other self-aware processes, which are private to the individual.

basis throughout the system’s lifetime that enables self-awareness. We do not con-
sider a system with knowledge but no means to update or add to that knowledge dur-
ing its lifetime to be computationally self-aware: it has instead been programmed by
a domain expert. While the levels are considered from an architectural perspective
in Chapters 4 and 5, Chapters 6 and 7 consider how online learning and knowledge
representation techniques can realise these characteristics of self-aware systems on
an ongoing basis.

2.3.3 Collective and Emergent Computational Self-aware Systems

Finally, self-awareness can be, and indeed is often, found in complex systems com-
posed of many interacting subsystems. This is important for the design of self-aware
computing systems. In building self-aware systems, we do not need to require a
global “knowledge base” or common awareness mediator. Indeed, in many natural
systems, such components are absent [272]. Whether a self-aware system is or-
ganised in a centralised or a decentralised manner is, we argue, not a conceptual
difference, but an architectural one. We anticipate that, and indeed several of the
examples given in this book show that, decentralised self-awareness can provide
increased robustness and adaptability in the face of change.
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The third key concept inspiring our framework is therefore the notion that self-
awareness can be a property of a collective system, possibly even emerging from
interactions within the collective. Systems within a collective that interact with each
other only locally as part of a bigger system might not individually possess knowl-
edge about the system as a whole (i.e., the global state). Global knowledge is instead
distributed [272], but the system is able to collectively use this information such that
it has a sense of its own state and thus be self-aware at one or more of the afore-
mentioned levels. Figure 2.2 illustrates that, from the conceptual point of view, a
collective system comprising several self-aware systems may itself be viewed as a
self-aware system, and considered using the computational self-awareness frame-
work introduced in this book.

 SYSTEM
 of self-aware 
 agents

Private                            Public

Stimulus awareness

Interaction awareness

Time awareness

Goal awareness

Meta-self-
awareness
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Fig. 2.2 Aspects of computational self-awareness can be considered when taking a single system
view, and at subsystem level when composing a collective system. The relationship between these
two may be complex, and exhibit emergent self-awareness properties.

When we talk of self-aware computing systems, we may therefore be referring
to several different types of self. First, it should by now be clear that self-awareness
may be a property of an autonomous agent, which is capable of obtaining and rep-
resenting knowledge concerning itself and its experiences. Indeed, much of the
literature on autonomous and intelligent agents is concerned with techniques for
agent learning, knowledge acquisition and representation, and architectures to sup-
port these capabilities. Second, according to this third key idea of collective self-
awareness, the boundary of a self-aware entity, indeed the “self”, is not limited to a
single agent. Chapter 4 revisits this idea, in the context of architecture, and considers
both centralised and decentralised approaches.
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2.4 Summary

This chapter presented a brief introduction to self-awareness concepts as they are
understood in humans. Further, we have begun to consider how such concepts can
be translated to the domain of computing systems. The new notion of computational
self-awareness is proposed, based on three key concepts:

• Public and private self-awareness: A self-aware system can have the ability to
obtain knowledge based on phenomena that are external and internal to itself,
respectively.

• Levels of self-awareness: The self-awareness of a system can be described
in terms of one or more levels of self-awareness, which characterise self-
awareness capabilities. We presented a set of levels inspired by psychology,
comprising stimulus-awareness, interaction-awareness, time-awareness, goal-
awareness and meta-self-awareness.

• Collective self-awareness: Self-awareness may be present at the level of a sin-
gle system, or at the level of a collective system, where interactions between
components provide distributed learning.

Additionally, we introduced the notion of self-expression, behaviour based on
self-awareness. Self-expression typically provides highly dynamic behaviour, able
to adapt to a system’s changing self-awareness as it learns. Self-expression may in-
clude behaviours considered “normal” functional system behaviour, as well as self-
adaptation, self-reconfiguration, self-explanation, or any other forms of individual
or collective behaviour informed by a system’s self-awareness.

These concepts are used as the basis for much of the work in subsequent chapters
in this book, where architectures, algorithms, platforms and case studies expand on
and demonstrate their use.
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Continuous realtime gesture following and recognition. In: Gesture in embodied communi-
cation and human-computer interaction, pp. 73–84. Springer (2010)

37. Biehl, J.T., Adamczyk, P.D., Bailey, B.P.: Djogger: A mobile dynamic music device. In:
Proceedings of CHI ’06 Extended Abstracts on Human Factors in Computing Systems, pp.
556–561. ACM (2006)

38. Bishop, C.M.: Neural Networks for Pattern Recognition. Oxford University Press, United
Kingdom (2005)

39. Bojic, I., Lipic, T., Podobnik, V.: Bio-inspired clustering and data diffusion in machine social
networks. In: Computational Social Networks, pp. 51–79. Springer (2012)

40. Bongard, J., Lipson, H.: Evolved machines shed light on robustness and resilience. Proceed-
ings of the IEEE 102(5), 899–914 (2014)

41. Bongard, J., Zykov, V., Lipson, H.: Resilient machines through continuous self-modeling.
Science 314(5802), 1118–1121 (2006)

42. Borkar, S.: Designing Reliable Systems from Unreliable Components: The Challenges of
Transistor Variability and Degradation. IEEE Micro pp. 10–16 (2005)

43. Bouabene, G., Jelger, C., Tschudin, C., Schmid, S., Keller, A., May, M.: The Autonomic
Network Architecture (ANA). IEEE Journal on Selected Areas in Communications 28(1),
4–14 (2010). DOI 10.1109/JSAC.2010.100102

44. Boyd, J.: The Essence of Winning and Losing. http://dnipogo.org/john-r-boyd/ (1996). (Ac-
cessed March 8, 2016)

45. Bramberger, M., Doblander, A., Maier, A., Rinner, B., Schwabach, H.: Distributed Embedded
Smart Cameras for Surveillance Applications. IEEE Computer 39(2), 68–75 (2006)



304 Peter R. Lewis, Arjun Chandra, and Kyrre Glette

46. Brdiczka, O., Crowley, J.L., Reignier, P.: Learning situation models in a smart home. IEEE
Transactions on Systems, Man, and Cybernetics, Part B 39, 56–63 (2009)

47. Breiman, L.: Bagging predictors. Machine Learning 24(2), 123–140 (1996)
48. Breiman, L.: Random forests. Machine Learning 45(1), 5–32 (2001)
49. Brockhoff, D., Zitzler, E.: Improving hypervolume-based multiobjective evolutionary algo-

rithms by using objective reduction methods. In: Proceedings of the 2007 IEEE Congress on
Evolutionary Computation, pp. 2086–2093 (2007)

50. Buchanan, J.T.: A naive approach for solving MCDM problems: The GUESS method. Jour-
nal of the Operational Research Society 48(2), 202–206 (1997)

51. Buck, J.: Synchronous rhythmic flashing of fireflies. The Quarterly Review of Biology 13(3),
301–314 (1938)

52. Buck, J.: Synchronous rhythmic flashing of fireflies II. The Quarterly Review of Biology
63(3), 265–289 (1988)

53. Burke, E.K., Gendreau, M., Hyde, M., Kendall, G., Ochoa, G., Ozcan, E., Qu, R.: Hyper-
heuristics: A survey of the state of the art. Journal of the Operational Research Society
206(1), 241–264 (2013)

54. Buschmann, F., Henney, K., Douglas, S.C.: Pattern-oriented software architecture: On pat-
terns and pattern languages. John Wiley and Sons (2007)

55. Buss, A.H.: Self-consciousness and social anxiety. W. H. Freeman, San Fransisco, CA, USA
(1980)

56. Calinescu, R., Ghezzi, C., Kwiatkowska, M., Mirandola, R.: Self-adaptive software needs
quantitative verication at runtime. Communications of the ACM 55(9), 69–77 (2012)

57. Caramiaux, B., Wanderley, M.M., Bevilacqua, F.: Segmenting and parsing instrumentalists’
gestures. Journal of New Music Research 41(1), 13–29 (2012)

58. Carver, C.S., Scheier, M.: Attention and Self-Regulation: A Control-Theory Approach to
Human Behavior. Springer (1981)

59. de Castro, L.N.: Fundamentals of natural computing: basic concepts, algorithms, and appli-
cations. Chapman & Hall/CRC Computer and Information Sciences (2006)

60. Chandra, A.: A methodical framework for engineering co-evolution for simulating socio-
economic game playing agents. Ph.D. thesis, The University of Birmingham (2011)

61. Chandra, A., Nymoen, K., Volsund, A., Jensenius, A.R., Glette, K., Torresen, J.: Enabling
participants to play rhythmic solos within a group via auctions. In: Proceedings of the In-
ternational Symposium on Computer Music Modeling and Retrieval (CMMR), pp. 674–689
(2012)

62. Chandra, A., Yao, X.: Ensemble learning using multi-objective evolutionary algorithms.
Journal of Mathematical Modelling and Algorithms 5(4), 417–445 (2006)

63. Chang, C., Wawrzynek, J., Brodersen, R.W.: BEE2: a high-end reconfigurable computing
system. IEEE Transactions on Design & Test of Computer 22(2), 114–125 (2005)

64. Chen, J., John, L.K.: Efficient program scheduling for heterogeneous multi-core processors.
In: Proceedings of the Design Automation Conference (DAC). ACM (2009)

65. Chen, R., Lewis, P.R., Yao, X.: Temperature management for heterogeneous multi-core FP-
GAs using adaptive evolutionary multi-objective approaches. In: Proceedings of the Interna-
tional Conference on Evolvable Systems (ICES), pp. 101–108. IEEE (2014)

66. Chen, S., Langner, C.A., Mendoza-Denton, R.: When dispositional and role power fit: im-
plications for self-expression and self-other congruence. Journal of Personality and Social
Psychology 96(3), 710–27 (2009)

67. Chen, T., Bahsoon, R.: Self-adaptive and Sensitivity-aware QoS Modeling for the
Cloud. In: Proceedings of the 8th International Symposium on Software Engineering
for Adaptive and Self-Managing Systems (SEAMS), pp. 43–52. IEEE (2013). URL
http://dl.acm.org/citation.cfm?id=2487336.2487346

68. Chen, T., Bahsoon, R.: Symbiotic and Sensitivity-aware Architecture for Globally-optimal
Benefit in Self-adaptive Cloud. In: Proceedings of the 9th International Symposium on Soft-
ware Engineering for Adaptive and Self-Managing Systems (SEAMS), pp. 85–94. ACM
(2014). DOI 10.1145/2593929.2593931. URL http://doi.acm.org/10.1145/2593929.2593931



2 Self-awareness and Self-expression: Inspiration from Psychology 305

69. Chen, T., Bahsoon, R., Yao, X.: Online QoS Modeling in the Cloud: A Hybrid and Adaptive
Multi-learners Approach. In: 2014 IEEE/ACM 7th International Conference on Utility and
Cloud Computing (UCC), pp. 327–336 (2014)

70. Chen, T., Faniyi, F., Bahsoon, R., Lewis, P.R., Yao, X., Minku, L.L., Esterle, L.: The hand-
book of engineering self-aware and self-expressive systems. Tech. rep., EPiCS EU FP7
project consortium (2014). URL http://arxiv.org/abs/1409.1793. Available via EPiCS web-
site and arXiv

71. Chen, X., Li, X., Wu, H., Qiu, T.: Real-time Object Tracking via CamShift-based Robust
Framework. In: Proceedings of the International Conference on Information Science and
Technology (ICIST). IEEE (2012)

72. Chow, G.C.T., Grigoras, P., Burovskiy, P., Luk, W.: An efficient sparse conjugate gradient
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