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and Aspects of Self-aware Computing
Systems
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Abstract Increased self-awareness in computing systems can be beneficial in sev-
eral respects, including a greater capacity to adapt, to build potential for future
adaptation in unknown environments, and to explain their behaviour to humans and
other systems. When attempting to endow computing systems with a form of self-
awareness, it is important to have a clear understanding of what that form looks like.
This chapter therefore first introduces the general concept of self-awareness and its
various facets. Second, we provide an overview of the range of efforts to interpret the
concept of self-awareness in computing. Third, we provide a structured conceptual
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framework that organizes this variety of different forms of self-awareness. This pro-
vides a broad set of concepts and a language that can be used to describe and reason
about self-aware computing systems.

3.1 Introduction

In this book,we are aiming to implement the self-awareness capabilities, that is to say,
capabilities resembling and inspired byhuman self-awareness, in computing systems.
This chapter, and indeed this book as a whole, is based on the idea that increased self-
awareness in computing systems can be beneficial in several respects. These benefits
are centred around systems’ increased capacity to adapt, build potential for future
adaptation in unknown environments, and explain their behaviour. Such capacity is
derived from their ability to learn about themselves, including aspects such as their
state, their goals and progress towards them, their behaviour and interactions with
other systems, their environment, their perspective, and their evolution over time.

But increased self-awareness will also come at a cost, whether it be in terms of
more processing power, increased storage, or the need for further data gathering and
communication. In designing self-aware systems, we must have the concepts and
tools readily available to be able to reason about the benefits and costs increased
self-awareness will bring in its various forms. And in realising self-aware computing
systems, the systems themselves will also require concepts and tools to enable them
to perform meta-reasoning about the benefits and costs of their own self-awareness.

The ability of self-aware computing systems to reflect on their their own self-
awareness properties and behaviour, termed meta-self-awareness, leads to the ability
to model and reason about changing trade-offs during the system’s lifetime. Meta-
self-awareness enables advanced adaptation and explanatory behaviour at multiple
levels within a system, includingwhy it has spent resources on self-awareness related
activities.

An important distinction to make from the outset is that in the process of doing
this, we are not aiming to explain human self-awareness or consciousness. There are
those (e.g., [57]) who build intelligent systems with the primary aim of developing
a better understanding of human minds and human self-awareness. Instead, we aim
to learn and gain inspiration from self-awareness in order to build better computa-
tional systems, following the tradition of a range of efforts in computer science that
have sought inspiration elsewhere, such as bio-inspired computing, socially inspired
computing, and economics-inspired computing. In order to be clear, and in line with
a previous work [34], we refer to the forms of self-awareness implemented in a
computing system as computational self-awareness.

As highlighted by many (e.g., as reviewed Lewis et al. [35]), self-awareness is
not a binary property; it makes little sense to characterize a system (biological or
computational) as either being self-aware or not. Indeed, the term self-awareness
encompasses a broad range of related processes and capabilities, which include
various types of explicit self-knowledge, an understanding of the subjectivity and
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Fig. 3.1 Lewis et al.’s [34] levels of computational self-awareness (right) describe various different
aspects of self-knowledge and are derived from those by Neisser [44] (left). These are discussed in
Sects. 3.2.1.4 and 3.2.2.2

context of that knowledge, and processes for its acquisition. Some of these aspects
concern situated knowledge acquisition processes (e.g., subjectively context-aware
learning, reasoning, and acting), while others are related to the architecture of these
learning processes, and how they reflect on and are influenced by each other. In much
of the self-awareness literature, particularly in psychology (e.g., [42]), these varieties
of self-awareness are characterized as levels of self-awareness. Recent work on self-
aware computing [34] has borrowed from this, developing the notion of levels of
computational self-awareness. Lewis et al.’s levels of computational self-awareness
are illustrated in Fig. 3.1.

Our aims in this chapter are as follows. First, we review these treatments of self-
awareness and computational self-awareness in the existing literature. Second, we
extend initial characterisations of different levels and aspects of computational self-
awareness, in order to provide a broad set of concepts and language that can be used
to describe and reason about self-aware computing systems. Third, we organize these
concepts into a coherent framework that provides a set of related considerations for
designers of computing systems who are interested in incorporating self-awareness
concepts into their systems. Fourth and finally, we position the definition of self-
aware computing systems proposed in Chap.1 in the context of existing work in
self-aware computing. The framework developed in this chapter is then explored in
a variety of contexts, throughout the rest of the book.

3.1.1 Why Consider Types of Self-awareness in Computing
Systems?

As described above, in this chapter, our aim is to characterize various levels of self-
awareness as they might pertain to current and future computing systems. However,
first we motivate the need to do this.

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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As a starting point, since we are claiming that endowing computing systems with
increased self-awareness can have benefits, it is clearly important to begin to at least
sketch, if not define, what wemean by this. It should stand as obvious that one should
not begin implementing a form of computational self-awareness in a system, unless
one has a clear understanding of what that form looks like. Based on the multifarious
nature of self-awareness briefly discussed above, and elaborated on later in this
chapter, we argue that an explicit understanding of the sort of self-awareness targeted
is necessary. Indeed, as outlined in recent work on how to translate self-awareness to
the engineering domain and apply it in specific scenarios, Lewis et al. [34] highlight
the importance of beginning with an understanding of the plethora of different forms
self-awareness may take, and the wide range of methods and approaches that can
be used to implement self-awareness to different extents, as needed. Chen et al.’s
handbook [12] for engineering self-aware computing systems in particular describes
a structured process for determining and evaluating the inclusion (or not) of various
levels of self-awareness in a system’s architecture, and approaches to realising them.

Pragmatically, this is important since as part of the engineering design process,
one would want to understand the role and benefits of different levels and aspects
of self-awareness, along with different approaches and mechanisms for realising
them, before implementing. This supports the ability to choose the most effective
methods and the desired level of self-awareness for a given application, its context,
and requirements.

We expect that in working with self-aware computing systems, one will often be
in situations where there are a number of agents or components within the system that
possess self-awareness capabilities, and potentially of different types. Understand-
ing different approaches and levels of self-awareness, and how they interact, will
help developers to institute the appropriate communication mechanisms, supporting
interfaces and desirable policies among these different entities, for a given purpose.
By considering forms of computational self-awareness at an abstract level, our aim
is that generic interfaces and communication mechanisms between levels of self-
awareness may be specified. If this is achieved, then self-awareness capabilities may
be able to be provided in reusable “context-free”ways, to enable the development and
evolution of arbitrarily complex architectures appropriate to varying applications.

In this chapter, we organize this plethora of different approaches into a structured
conceptual framework, based around levels of self-awareness. In doing so, we aim
to eventually create a foundation for strategies that consider forms of self-awareness
included and excluded by our definition in Chap.1. This will support the engineering
process by enabling the automation of design decisions relating to self-awareness,
thereby not only supporting the efforts of engineers, but also of systems themselves,
that reason about their own self-awareness.

Our aim is therefore to make progress towards understanding how different appli-
cation and environmental requirements map to the need to implement different levels
of self-awareness (or not), in different ways. Such an understanding should incor-
porate explicit knowledge of the trade-offs implicit in implementing higher levels
of self-awareness including meta-self-awareness. This type of self-knowledge, and

http://dx.doi.org/10.1007/978-3-319-47474-8_1
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techniques by which a system can acquire it itself, will then enable strategies by
which transitions between levels of self-awareness in evolving systems may occur.

We would also like to make clear to the reader that in laying out the conceptual
framework that we do in this chapter, we are not claiming to provide a definitive
characterisation; indeed, we believe it cannot be so, and this framework is one more
step along the road to mapping out important considerations in self-aware comput-
ing. Therefore, we aim at developing a conceptualisation of relevant and important
aspects, and in doing so provide a tool by which engineers and systemsmay structure
their thoughts, considerations, arguments, and decisions. We target the provision of
a range of concepts, with an eye to helping the researchers adopt the notions most
suitable to their needs and bring out the issues they need to consider as they per-
tain to self-awareness concerns. As suggested above, we fully expect many systems
to ignore some of the aspects presented here, but to do so based on a sound under-
standing that the costs outweigh the potential benefit in that case. To interpret the
framework as a comprehensive list of requirements would be incorrect. Instead, engi-
neersmay use the concepts presented to orient themselves, and to ask questions about
what the benefits of different kinds of self-awareness would be, and what the costs
are of implementing them.

3.1.2 Summary of This Chapter

In summary, this chapter:

• Introduces and briefly discusses the general concept of self-awareness and its
various aspects, thereby providing context for the explorations in the rest of the
book.

• Briefly surveys the state of the art in interpreting the concept of self-awareness in
computing, putting this book in its wider context.

• Discusses the similarities and differences in the computational self-awareness
approaches taken so far, with a particular focus on the scope of the approach,
with respect to notions of self-awareness.

• Presents a conceptual framework for describing and comparing various levels and
aspects of self-awareness,whichmaybedesirable or present in computing systems,
including their potential benefits and costs.

3.2 Fundamentals, Inspiration, and Interpretations
in Computing

In this book,we are interested in taking inspiration from self-awareness across natural
systems, in order to design the future computing systems that are better able to
learn, reason, and ultimately adapt and explain themselves. Some of the mechanisms
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used to achieve the self-awareness in computing systems will also be inspired by
naturally occurring ones; others will not. We expect the benefits of self-awareness in
computing systemswill bemost apparentwhen systems inhabit aworld characterized
by unfolding situations, particularly when changes are unforeseen at design time. In
this section, we first ask the fundamental question: what is self-awareness? In other
words, what inspiration can we gain, by looking at self-awareness in biological and
social systems? Second, we expand on Chap.2, describing the efforts in computer
science and engineering that have directly and explicitly attempted to translate the
concepts from self-awareness in natural systems to the computing domain.

3.2.1 What Is Self-awareness?

Self-awareness is a concept long studied in philosophy, and personal and social psy-
chology. One recent example is a work by Morin [42], which defines self-awareness
as “the capacity to become the object of one’s own attention.” Many modern the-
ories of human self-awareness stem from work of psychologists since the 1960s,
and trace their roots back to notions proposed at the closing of the nineteenth cen-
tury. Smith [6] and Tawney [58] wrote on the self, but perhaps the most influential
was James’s [27] distinction between the me self and the I self. James’s me self
describes the parts of a person that are objects within the world. By contrast, the I
self is to James not the objects experienced, but the experiencer. The me self is now
often referred to in psychology literature as the explicit or objective self, or as the
self-as-object. Conversely, the implicit or subjective self, sometimes also referred
to as the self-as-subject, is the self which is the subject of experiences. While we
will present a more comprehensive review of work that explores self-awareness in a
computational context later in this section, it is helpful to highlight a few links here
as motivation, as we introduce the foundational concepts. For example, as argued
by some who have considered computational forms of self-awareness (e.g., Lewis
et al. [34]), both self-as-subject and self-as-object are important concepts to include
in a consideration of how computing systems may be made more self-aware.

3.2.1.1 Reflective Self-awareness

We have found that many researchers who are unfamiliar with the notion of self-
awareness find that the explicit self, or self-as-object lends itself to a reasonably
intuitive interpretation in a computational setting. This form of self-awareness is
concerned with things that “belong” to the system itself, objects that comprise the
me self. These can be learnt about and modeled, becoming concepts in the system’s
knowledge. This process is often referred to as reflection, and when language is used
as the modeling tool, reflection can also be referred to as self-reference [45]. The

http://dx.doi.org/10.1007/978-3-319-47474-8_2
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aspects of the self in explicit reflective self-awareness are things that can therefore be
recognized, monitored, modeled, and reasoned about, including in relation to other
objects in the world.

In addition to self-as-object, we may also consider an individual that is aware of
its own thinking and experiencing of the world, i.e., its self-as-subject. This is also a
form of reflection, in which a system has the capability to monitor and conceptualize
its own (mental) processes. For example, I may be aware of how much I have been
thinking about my parents recently, or in a computational setting, a system may be
aware of the algorithm being used to perform a particular interaction with the world.
In this way, aspects such as the algorithm’s efficiency, memory usage, or time-to-
completion can bemodeled, and the algorithmbe replacedwith an alternative version,
if required.

This form of self-awareness is powerful, since it permits recursion: the processes
of which the system is aware may be its own self-awareness processes. This is the
form of self-awareness discussed in much of the literature on meta-reasoning or
meta-cognition, which overlap significantly with, and rely on the notion of meta-
self-awareness introduced in this chapter.

3.2.1.2 Pre-reflective Self-awareness

The notion of self-as-subject also draws attention to the idea that a system making
observations and taking actions in its environment can be thought of as the subject of
those experiences and that, despite any similarity to other systems, those experiences
are unique to that system.Observations (through sensors, for example) are necessarily
from that system’s own point of view, and as such are not only influenced, but
determined by factors such as their sensing apparatus, their situationwithin theworld,
and their own state. This explicit acknowledgement of the perspective from which
(self-)knowledge exists is a core theme running through self-awareness literature,
highlighted for example by Metzinger [39], and by Newen and Vogeley [46], and
acknowledges a pre-reflective component in self-awareness.

The assumption that subjectivity is associated with a system’s experience of its
world underlies the elicitation of reflections of both self-as-subject and self-as-object.
Wemight call this subjectively known self the self-as-experienced. In practical terms,
this provides one of the key differences between context-aware systems (e.g., [10,
15]) and self-aware systems. The former typically assumes a ground-truth-based
environmental context, which holds as true for all entities. Systems can learn more or
less complete and accuratemodels of the context,which are then used to inform things
such as actions. In a self-aware system, by contrast, it is explicitly acknowledged
that systems will have different experiences of a shared environment (which includes
themselves), since they observe things from different perspectives, using different
apparatus.

This form of self-awareness is not reflection but is pre-reflective. It underlies an
individual’s ability to develop a reflective self-awareness, in either self-as-object
or self-as-subject form. Indeed, the presence of this implicit subjectivity does not
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require that any reflection takes place afterwards: self-awareness may simply stop at
this pre-reflective stage.

3.2.1.3 Notions of Self and Collectivity

While self-awareness is most commonly and perhaps most intuitively thought of as
a property of a single “mind”, self-awareness can also be a property of a collective
system. What, in any case, is the self that possesses the self-awareness?

In recent years, we have come to develop an understanding of the role of col-
lectivity and emergence in complex systems. Rather than require the existence of a
CPU-like entity within the brain, interactions between many distributed components
can give rise to a range of complex mind-like entities, which have no single cen-
tral physical presence. Mitchell [41] provides some excellent examples of apparent
self-awareness in collective systems, highlighting the absence of a single controlling
mind-like thing in each case. In addition to the human brain, she explores the human
immune system and ant colonies, where self-awareness appears at the level of the
collective, even though this property may not be present at the level of the individual
components.

Mitchell describes this form of collective self-awareness as one in which infor-
mation about the global state of the system is distributed throughout the components,
and builds up statistically, in a bottom-up manner, through interactions. Despite its
distributed nature, this information feeds back to enable the control of the system’s
lower level components. The right information ends up where it needs to be, and the
system achieves a form of parallelized self-awareness, implemented across decen-
tralized hardware. Furthermore, when viewed from the outside, the entire system
appears to have a sense of its own state that is both “coherent and useful” [41].

When we talk of self-aware computing systems, we may therefore be referring to
several different types of self. Firstly, it should by now be clear that self-awareness
may be a property of an autonomous agent, which is capable of obtaining and rep-
resenting knowledge concerning itself and its experiences. Indeed, much of the lit-
erature on autonomous and intelligent agents is concerned with techniques for agent
learning, knowledge acquisition and representation, and architectures to support
these capabilities. Secondly, according to this notion of collective self-awareness,
self-awareness may be present at the level of a collective system. The boundary of a
self-aware entity, indeed the “self”, is therefore not limited to encapsulating a single
agent with a central knowledge-gathering and decision-making process.

3.2.1.4 Notions of Levels of Self-awareness

In Sect. 3.2.1, we established a distinction in levels of self-awareness between
pre-reflective and reflective self-awarenesses, and within reflective self-awareness,
between reflections on the self-as-subject and self-as-object. Morin [42] dives fur-
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ther into a stratified explanation of self-awareness, reviewing various sets of more
fine-grained levels of self-awareness in the psychology literature.

Of these, Neisser’s [44] have received the most attention to date in computational
treatments of self-awareness. His five levels range from basic awareness of envi-
ronmental stimuli through awareness of interactions and time, up to awareness of
one’s own thoughts and one’s own self as a concept. Unusually, among the sets of
levels presented in psychology, Neisser’s model also includes “lower-level” aspects
of implicit self-awareness.

Rochat takes a developmental angle on the question of levels of self-awareness,
asking how self-awareness competences develop in human children. His experiments
take inspiration from and extend the well-known classical “test” for self-awareness,
the mirror test [19]. While the mirror test is flawed as a method for establishing
the presence of some supposed binary notion of self-awareness [21],1 Rochat makes
good use of observations of the behaviour of children in front of a mirror, to draw
more general conclusions.

Newen and Vogeley [46] argue that sets of levels such as those discussed so far,
while helpful, are based upon a more fundamental set of self-awareness forms. They
drawattention to different levels of complexity associatedwith human self-awareness
or self-consciousness, derived from developmental and linguistic psychology. They
argue that there are at least five of these levels, describing increasingly complex
forms of first-person representations, from nonconceptual representations, through
conceptual, sentential, meta, and iterative meta-representations.

While there are important differences in both emphasis and content in different sets
of self-awareness levels, there are also key themes. Acknowledging this, Morin [42]
attempts an integration of these and other sets of levels, into broad themes reflective
of the overarching levels presented earlier. Morin labels these consciousness, self-
awareness and meta-self-awareness.

3.2.1.5 Agency, Ownership and Models of a Minimal Self

It is hopefully clear by now that when considering the self-awareness properties of
an individual, rather than thinking of self-awareness as a binary property that can be
present or not, there is a wide range of notions to consider. It is then reasonable to
ask what is the minimal requirement for self-awareness?

Examples of such explorations includeGallagher’s [18]minimal self andDennetts
narrative self. These highlight that even in systems without agency, we can begin to
consider the self-awareness question.

In practice, for the design of self-aware computing systems, either strong single-
entity-based or emergent approaches to providing a unity and consistency of self

1As discussed earlier, the binary notion of self-awareness is in any case a mischaracterisation.
Further, Haikonen [21] showed that very little sophistication can enable a computational system to
“pass the test”.
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could be beneficial, though we believe that at this early stage in research into self-
aware computing, it is important not to limit subsequent thinking to either one.

A synthesising role for self-awareness able to integrate implicit and explicit
sources of (self-)knowledge now comes into play. In general, a system may (a)
intend to take actions and fail to realize them, (b) intend to take actions and realize
them, or (c) not intend to take actions, and involuntarily take them. Self-awareness
levels that include models of causality (i.e., forms of interaction awareness) should
account for these different cases, as the distinctions between them will be as relevant
for computers as they are for humans.

3.2.2 Interpretations and Applications

While self-awareness has been studied extensively in natural systems, including in
psychology, philosophy, and sociology, it has also more recently been explicitly
considered in computational systems. Lewis et al. [35] provided an early survey
on self-awareness and its application in computing systems. Recent books [37, 51,
62] also provide excellent overviews of a range of work incorporating the self-
awareness concepts into computer science and engineering, and a recent special
issue of Computer [59] highlights the state of the art in various self-awareness-
related efforts.

In this book, Chap.2 gave an introduction to the broad range of efforts in comput-
ing which relate to self-awareness. In this section, however, we expand on Chap.2,
focussing on efforts in computer science and engineering which directly and explic-
itly attempt to translate concepts from self-awareness in natural systems to comput-
ing. This is not a full survey; however, we aim to provide an overview of how some
of the key areas where self-awareness has been explicitly interpreted and applied in
computer science and engineering.

3.2.2.1 Self-awareness and Meta-cognition

Some of the earliest literature that began to explicitly address self-awareness in
computing, emerged around 2004. A DARPA workshop on “Self-Aware Computer
Systems” [4] drew together contributions from a range of researchers, many of whom
provided position papers proposing key challenges to move beyond the initial stages
of understanding about what self-aware computing might come to mean.

Other works to follow soon after would consider those aspects of self-awareness
that form part of a meta-cognitive loop [5], where the key challenges are associ-
ated with knowledge representation and logical reasoning to provide self-awareness.
Schubert [56], in expectation that self-awareness will “push the AI envelope”, pro-
poses requirements for both knowledge representation and reasoning to support
explicit self-awareness. Meanwhile, Cox [14] highlights that such a feedback loop is

http://dx.doi.org/10.1007/978-3-319-47474-8_2
http://dx.doi.org/10.1007/978-3-319-47474-8_2
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inherent to self-awareness, arguing that being aware of oneself is not merely about
possessing information. He argues that self-awareness includes the ability to use that
information in order to generate goals that may in turn lead to the information being
modified. Both Schubert [56] and Cox [13] argue that a key expected benefit of self-
awareness is the possibility of resultant self-explanation, the ability of a system to
draw on its self-awareness in order to explain or justify itself to an external entity
such as a human. It is easy to see how in the face of ever more complex black box AI,
e.g., as provided by many machine learning techniques, comprehensibility would be
facilitated by this approach.

Providing helpful intuition, Cox also suggests [14] that meta-cognition is similar
to the algorithm selection problem, wherein the task is to choose the most efficient
algorithm from a set of possibilities. This notion of an ability to select one’s own
method of collection and processing of information, according to goals which may
themselves be modified by the individual, has much in common with the conceptual
self described by Neisser and discussed in Sect. 3.2.1.4. Cox further considers the
differences between cognition andmeta-cognition and argues, in linewithMaes [38],
that a meta-cognitive system is one whose domain is itself. Such a meta-cognitive
system can therefore reason about its knowledge, beliefs, and own reasoning process,
as opposed to merely using knowledge about itself.

3.2.2.2 Computational Self-awareness

Lewis et al. [34] and Faniyi et al. [17] provide an attempt at characterising the self-
awareness in computational systems, in a framework inspired by and translated from
psychology. They propose the notion of computational self-awareness, arguing that
human self-awareness can serve as a source of inspiration for equivalent concepts
in computing. They describe a taxonomy of forms of computational self-awareness,
based on (i) notions of public versus private self-awareness, (ii) levels of compu-
tational self-awareness, and (iii) collectivity in and emergence of self-awareness.
Their levels of computational self-awareness [17, 34] are inspired by Neisser’s lev-
els for humans, introduced in Sect. 3.2.1.4 above, but translated appropriately for
describing the capabilities of computer systems. By translating the concepts such
as this to the computing domain, it is argued that designers are then able to adopt
a common language in considering the various self-awareness capabilities that their
systems may or may not possess. While “full-stack” computational self-awareness
may often be beneficial, with several processes responsible for one or more levels of
self-awareness, there are also cases where a more minimal approach is appropriate.

In a recent book, Lewis et al. [37] present their framework for computational
self-awareness more fully. The book further describes a set of derived architectural
patterns and a collection of engineering case studies, where explicit consideration of
the patterns has been beneficial.

Several engineering efforts have built on Lewis et al.’s [34] conceptual framework
and reference architecture for computational self-awareness, including notably as
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part of the EU-funded EPiCS Project.2 In one line of work, self-awareness has been
used to improve user experience in interactive music systems [49]. As demonstrated
through case studies in rhythm [47], chord progression [48], and the sharing of solos
around amusic group [11], self-awareness enablesmusical devices to provide varying
degrees of control to the user, based on their behaviour and preferences at run-time.

Meanwhile, a work on heterogeneous multi-core nodes [3] illustrates how self-
awareness can support the dynamic vertical functionmigration between the hardware
and software at run-time. At the network level, an FPGA-based self-aware network
node architecture [28] supports the autonomous configuration of dynamic network
protocol stacks, reducing the communication overhead in terms of sent packets,
when compared to static stacks. Incorporating the self-awareness in smart camera
networks [16, 36] has facilitated the move from static design-time network calibra-
tion to run-time management of the network, enabling adaptation to changing and
unforeseen deployment conditions. These systems share the characteristics of being
large, decentralized, dynamic, uncertain, and heterogeneous and have benefited from
the explicit consideration of self-awareness properties and additional online learning
compared to “classic” designs.

3.2.2.3 Reflective Architectures

While many of the examples discussed in the self-aware computing literature include
algorithms inspired by the biological systems (e.g., evolutionary algorithms, rein-
forcement learning, neural networks), approaches to implementing architectures for
reflection have also been based on inspiration from biology. Indeed, such systems
have many characteristics that support their rich reflective processing [7, 9, 42, 50].
Themultilayered architectures of biological systems and the biological style of using
both opposing processes and the combination of global and local processing for con-
trol lead to two main results in terms of reflection: First, there are a variety of direct
and indirect sources of information and control available for reflection and adapta-
tion. Second, these direct and indirect control points can be used as “entry points” for
monitoring (instrumentation) and reasoning about the data collected and adjusting
effects (reflective processes). Bellman, Landauer and colleagues have explored this
over several years (e.g., [9, 32, 33]).

The Wrappings approach is one way to implement computational reflection
and self-modeling systems. In continuous development since 1988, the Wrappings
approach grew out of work in conceptual design environments for space systems
which had hundreds of models and computational components [8].

2http://www.epics-project.eu/.

http://www.epics-project.eu/
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3.2.2.4 Self-awareness in Computer Engineering

While meta-cognition, supported by meta-self-awareness, is concerned with higher
order reasoning abilities and of particular interest to the artificial intelligence com-
munity, at a more practical level, efforts exist to engineer systems which explicitly
consider knowledge about themselves. Project Angstrom [1, 2] is one such effort,
where Agarwal and others propose a newway of approaching the system design. The
core idea is to move from a procedural design methodology wherein the behaviour
of the computing system is pre-programmed or considered at design time, towards
a self-aware system where the system adapts to its context at run time. As a result,
many decisions can be delayed from design time at the expense of providing the
system with the possibility of taking these decisions during run-time. For example,
this avoids the need to consider what resources will be available to the system once
it is operational. Instead, the system discovers resources and makes decisions about
how to allocate them during its operation.

The intention is that this will lead to reduced programming effort, since if a
system can automatically discover how to meet its goals at run-time, based on what
it finds available, then designers are no longer required to determine how to satisfy
resource constraints themselves. In describing this vision, Agarwal [2] proposes five
properties that self-aware computers should possess:

• Introspective: they can observe and optimize their own behaviour,
• Adaptive: they can adapt to changing needs of applications running on them,
• Self-healing: they can take corrective action if faults appear whilst monitoring
resources,

• Goal-oriented: they attempt to meet user application goals,
• Approximate: they can automatically choose the level of precision needed for a
task to be accomplished.

More recently, Hoffman [23], Santambrogio [54], and others have extended Agar-
wal’s work, developing systems that, based on an Observe-Decide-Act (ODA) loop,
seek to automatically adapt to meet high-level goals online. The monitoring aspects
of self-awareness are facilitated by technology called application heartbeats [24].
The aim is to define a general method for monitoring the behaviour of an application
against high-level goals. Typically, machine learning techniques are then used to
adapt, in order to continue satisfying the goals [25, 40].

3.2.2.5 Self-awareness in Complex IT Systems

With a focus on the engineering of IT systems and services, Kounev [31] proposes
self-awareness as an extension to the autonomic computing architecture, in which
systems possess built-in self-models. Such models include aspects such as the sys-
tem’s own architecture, and its interactions with its environment, enabling these
things to be reasoned about at run-time. Kounev et al. further argue [30] that self-
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reflection (awareness of hardware and software infrastructure, execution environ-
ment, and operational goals), self-prediction (the ability to predict the effects of
environmental changes and of actions) and self-adaptation are key characteristics of
self-aware systems. Self-awareness itself is then considered from a fundamentally
pragmatic perspective, as concerning the nature of (self-)models required for more
effective predictive and adaptive behaviour. In taking this approach in software and
systems engineering, it is argued that quality of service requirements can be met
despite changes in the environment. A challenge is highlighted around the need for
systematic engineering methodologies for self-aware systems.

3.2.2.6 Self-awareness in Collective Systems

Zambonelli et al. [63] consider the self-awareness properties of collective systems
they term ensembles. An example of such an ensemble is a robot swarm. In theirwork,
Zambonelli et al. consider self-awareness to be the ability to recognize the situations
of their current operational context that require self-adaptive actions. Hence, self-
awareness is here closely tied to knowledge supporting the need for resulting actions.
In particular, they envisage the utility of self-awareness to be targeted towards radical
run-timemodification of structure, at both the individual and ensemble level. In order
to reason about this, they highlight that self-awareness is not only concerned with
what is currently happening (in terms of oneself and the state of the world), but also
what could happen. This includes what the individual or collective could become by
adapting, how the world could change, or how these things may affect each other.
Hence, the notions of time awareness, as will be discussed in Sect. 3.3.2, are impor-
tant, motivating the development of models that have a predictive or anticipatory
power, and those that capture causality in complex collective systems.

This line of research was pursued in the EU-funded ASCENS3 project, primarily
through the application of formal methods to reason about the knowledge encapsu-
lated in ensemble-based systems. In particular, the general ensemble model (GEM),
is proposed [26], as a common integrated system model for describing components
and their interactions in mathematical terms. A recent book [62] discusses progress
made during the ASCENS project.

Lewis et al. [34] also explicitly discuss systems with collective self-awareness.
Building on Mitchell [41], they describe components “within a collective that inter-
act with each other locally as part of a bigger system”, which “might not individually
possess knowledge about the system as a whole. Although global knowledge is dis-
tributed, each system within the collective can work with other systems, giving rise
to the collective itself obtaining a sense of its own state and thus being self-aware at
one or more of the five self-awareness levels.”

3http://ascens-ist.eu/.

http://ascens-ist.eu/
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3.2.2.7 Systems with Minimal Self-awareness

One example of where self-awareness has been applied in a small somewhat sim-
ple system is in cognitive radio, where devices control their own capabilities and
communicate with other devices to monitor theirs. This enables them to improve
the efficiency of communication by negotiating changes in parameter settings [60].
Another area where a comparatively simple self-awareness loop is used to great prac-
tical effect, is in cognitive packet networks (CPNs) [52]. Here, nodes on a network are
able to monitor the effect of choosing different routes through the network, enabling
them learn during run-time to adapt the route between a source and a destination
on an ongoing basis. The approach is able to naturally deal with changing quality
of service requirements of different nodes and has been demonstrated to be highly
resilient to denial of service attacks [20].

3.2.2.8 Self-awareness in Robotics

In robotics, research is also concerned with replicating forms of self-awareness
that appear to be human, such as the robot, Nico [22], which learns about its own
body, deliberately attempting to mimic an infant. Meanwhile at the collective level,
Schmickl et al. [55] showed that a group of robots with simple behavioural rules
and local interactions may achieve collective awareness of a global state, distributed
across the individual units.

Winfield has highlighted a crucial role for self-awareness in future robotics. He
proposes [61] that many robots operating in the world should possess internal self-
models, arguing that such models are essential for safe and ethical robot behaviour.
The key idea is that by constructing and evaluating a model of the robot and its sur-
roundings, unsafe and unethical outcomes can be avoided. A consequence evaluator
predicts the future events through the use of self-models, and as a result moderates
the actual robot controller.

3.2.2.9 Self-awareness Elsewhere and in Future Systems

In this section, we have provided an overview of the major research efforts over
the last decade or so, in self-aware computing. However, there are many other areas
of computer science and engineering research, where self-awareness is mentioned.
Two notable ones are autonomic computing [29] and organic computing [43]. Both
of these visions have spawned rich literatures, and self-awareness is frequently men-
tioned as a desirable property. However, in neither case has the notion been further
developed. Similarly, in the self-adaptive software community, the so-called self-*
properties are organized in levels where self-adaptiveness is emphasized as being the
most general level, and self-awareness and context-awareness are considered only as
primitive levels [53]. Here too, concepts of self-awareness have not been explicitly
explored.
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Finally, it is clear that there are many computer systems available today, and
dating way back before the previous decade, that exhibit the sorts of self-awareness
capabilities thatwe describe in this chapter. These systems, alongwith autonomic and
organic ones, also have the potential to offer crucial insights into the computational
self-awareness. In the vast majority of cases, however, there has simply not yet been
any explicit engagement with self-awareness concepts. In the report on the 2004
DARPA workshop on self-aware computing, Amir et al. noted [4] that there were
even then already systems in existence that exhibited what they called “features of
self-aware computer systems.” On the evidence presented in this and the previous
chapters, we agree. It is our hope that by providing a principled and clear conceptual
framework for the description of different self-awareness types, it will become easier
for others to engage in discussing and reasoning about the self-awareness properties
of their own systems, and how they might be extended.

3.3 A Conceptual Framework

In this section, we present an inclusive conceptual framework for describing com-
putational self-awareness. Taking inspiration from the varieties of self-awareness
present in human and animal systems, we outline a structured set of technical con-
cepts, which describe the types of capabilities that self-aware computing systems
might possess, and how they might be present in such systems. As such, capabilities
described using our framework might form building blocks for self-aware system
architectures, which will be elaborated on in Chaps. 6 and 7. We also provide axes
on which computational self-awareness may vary, and may indeed be quantitatively
or qualitatively compared, in anticipation of Chap. 15, where this topic is revisited.

The framework described here is inspired by, and builds on, the conceptual frame-
work presented by Lewis et al. [34]. In building on that prior work, we highlight two
important differences. First, this framework takes a more inclusive and extensible
approach, where levels of self-awareness are not directly mapped to psychological
levels (as was done with Neisser’s levels by Lewis et al.), and thus may be adapted to
suit a particular application context. Second, we include an explicit treatment of the
concepts of pre-reflective, reflective and meta-reflective self-awareness processes,
and how they relate to one another. In this section, we do not however yet discuss
techniques or approaches to realising the concepts introduced, except by means of
illustrative example. Therefore, our framework aims to serve as a sort of space of
possible conceptual requirements of a computationally self-aware system.

Our proposed framework is based on the following high-level concepts:

• Levels of self-awareness,
• Aspects of reflective self-awareness, and
• The domain of self-awareness.

These are elaborated upon below, and can together be used to characterize the
form of self-awareness processes that a system might possess. In general, self-aware

http://dx.doi.org/10.1007/978-3-319-47474-8_6
http://dx.doi.org/10.1007/978-3-319-47474-8_7
http://dx.doi.org/10.1007/978-3-319-47474-8_15
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computing systems will possess many such processes, which interact, for example
in reflective relationships, and by acting on one another. We distinguish three over-
arching levels of self-awareness: pre-reflective, reflective, and meta-reflective. We
then characterize various aspects of reflective models, which may be present in a
self-aware system. These include time, interactions, identity, goals, etc. The domain
of self-awareness includes the span of self-awareness (that is the subject of the self-
awareness, i.e., who is self-aware in this case), as well as the scope of self-awareness
(the objects of the systems sensing and reflection).

3.3.1 Overarching Levels of Self-awareness

As discussed in Sect. 3.1, an important concept in self-awareness is the existence
of different levels of self-awareness. These range from basic subjective awareness
of stimuli, from both the system itself and its environment, through an awareness
of how knowledge can represent concepts such as social interaction, causality, and
time, up to an awareness of one’s own thoughts. Advanced organisms engage in
meta-self-awareness [42], an awareness that they themselves are self-aware. Meta-
self-awareness may also take many forms, including awareness of self-awareness
processes, awareness of reflective knowledge, and iterative meta-reflection on meta-
self-aware processes andmeta-representational knowledge [46]. Computational self-
aware systems will also similarly vary a great deal in their complexity, and levels of
computational self-awareness are also needed to express this variety.

Taking a coarse grained view, we can distinguish three overarching levels of
self-awareness: pre-reflective self-awareness, reflective self-awareness, and meta-
reflective self-awareness. These are elaborated upon below.

3.3.1.1 Pre-reflective Self-awareness

Pre-reflective self-awareness is the subjective awareness a systemhas from its sensory
input - its ability to perceive and make observations. This includes environmental
stimuli, internal stimuli from the system itself, the sensing of carrying out an action,
receiving signals from the outside world, etc. This level aligns with Lewis et al.’s [34]
stimulus awareness, based on Neissers ecological self, and describes the presence of
subjective knowledge being obtained by the system before (or perhaps without) any
reflective modeling of this knowledge takes place.

At this level, the system has no knowledge of historical data, and no models
of interaction or causality. In terms of actions possible by a system with only pre-
reflective self-awareness, these are limited to stimulus-action rules, since any rea-
soning (if one can still call it that) is limited to that based on perception, rather
than any pre-existing internal models (since none exist). As such the system is able
to adapt only to immediate observations. Indeed, at this level, the system has no
conceptualisation of its experiences, it merely senses for itself, and possibly acts.
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Pre-reflective self-awareness describes the minimal form of computational self-
awareness.While in computing systems, it describes nothing beyond a typical system
able to interact with its environment, it is a prerequisite for all later forms of self-
awareness. A system cannot learn a reflective model, conceptualize its experiences,
reason, and act based on them, if there is no experience present in the first place,
represented in the system. From a pragmatic point of view, the inclusion of pre-
reflective self-awareness in our taxonomy of computational self-awareness, invokes
an important question: for a given application, is pre-reflective self-awareness suffi-
cient to achieve the desired behavior? Or, are reflective models (and possibly more)
also needed? Thus, the explicit consideration of pre-reflective self-awareness enables
the engineers to justify the use of more advanced forms of self-awareness for their
systems.

Pre-reflective self-awareness is however more than simply data: it is data that has
been sensed, that has come from somewhere according to the ability of the system to
obtain it (e.g., through physical sensors). Therefore, this level of self-awareness also
implicitly includes the notion of subjectivity. Two different systems with different
sensors are in different locations would sense the same phenomenon differently,
and thus end up with different data. In formalising any notion of pre-reflective self-
awareness, it is crucial to include the subjective source of the data itself. In turn,
this means that this “meta”-data, if we should indeed call it that, can be used in the
reflective processes, elsewhere in the system. Ultimately, this may lead to radically
different outcomes in terms of knowledge or action.

3.3.1.2 Reflective Self-awareness

Reflective self-awareness is the process of producing a conceptualisation (i.e., a
model) of a one’s knowledge and experiences. In the first instance, the reflective
model will be of a pre-reflective self-aware experience, i.e., a reflective model of a
sensory input, observation etc., as described in Sect. 3.3.1.1. In other words, as the
system goes through life, experiencing its environment through its sensors, reflective
self-awareness processes build models of the empirical and subjective data gathered
by these sensors, as well as (potentially) models of the subjectivity with which they
were obtained. We call the specific observation (or pre-reflective representation of
a phenomenon) captured by the modeling process the object of the reflective self-
awareness process.

Aswith human self-awareness, suchmodels or conceptualisations can also capture
various different aspects of an experience (of an object). For example, a reflective
self-awareness process may build a model that conceptualizes an experience over
time. Alternatively, it may build a model that conceptualizes the causality present in
an experience, for example, based on modeling how the experienced environment
responded to an action. In general, there are many such aspects to reflective self-
awareness; these will be discussed in Sect. 3.3.2. In our framework, wemay therefore
describe a reflective self-awareness process according to its aspect(s) and object.
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3.3.1.3 Meta-Self-Awareness

Meta-reflective self-awareness, or meta-self-awareness is essentially reflective self-
awareness where the object of the reflection is a reflective self-awareness process.
Hence, we may describe the meta-reflective processes in the same ways that we
describe the reflective processes (since they are a subset of them). It is impor-
tant to note, however, that there are at least two high level classes of object that
a meta-reflective process could be concerned with: the underlying process that forms
the object of the meta-reflection (e.g., a learning process), and/or the output of the
underlying process, (i.e., the models produced by the process being reflected upon).
In practice, both are likely to be valuable, and indeed integrating reflection upon both
process and output will provide the necessary knowledge to be able to reason about
how the two relate to eachother.As an example, ameta-reflective process couldmodel
the behavior (e.g., memory usage) of another learning process, while also judging
the fidelity of its learnt models. Thus, the meta-reflective process has the ability to
reason about when it might be advantageous to switch to a different learning method
that better balances this trade-off. In general, there are many types of processes that
could be learnt and reasoned about, such as reasoning processes, decision processes,
problem-solving approaches, and other meta-reflective processes.

There is a strong link between this level and the meta-cognition or meta-reasoning
literature discussed in Sect. 3.2.2.1. Indeed, our distinction above echoes Cox’s [14]
andMaes’s [38] arguments that the difference between cognition andmeta-cognition
is that ameta-cognitive system is onewhose domain is itself. Hence, ameta-cognitive
system can reason about its knowledge, beliefs, and reasoning processes, as opposed
to merely using knowledge about itself as sensed.

In practical terms, our experience with meta-reflection has so far focussed these
types of meta-self-awareness processes on resource management, trade-off manage-
ment, and integration in complex systems.However,whilemeta-reflection is certainly
useful in these regards, we expect there to be additional areas where meta-reflection
can help. Examples might include in building higher-order models of causality, or
in reflecting on the self-awareness of others in a social system, or on the emergent
collective self-awareness of a group of which the individual is a part. However, there
will be many additional challenges when we move beyond our current emphasis on
resource and trade-off management, and system integration. One challenge is that
part of the reason for meta-self-awareness is to gain a perspective on the overall
goals for the whole system (much like the role of a central nervous system). One new
type of role for this meta-self-awareness would be to decide what type of decision
processes should be in control when there are several alternatives possible, or indeed
simultaneously running in the system. This type of meta-self-aware reasoning would
have to deal with the role of attention in addition to run-time trade-offs. This brings
up more new challenges in terms of what actions and what types of information will
be needed for such processes and also how to become increasingly liberated from a
particular domain and set of experiences to something that begins to look more like
general intelligence. This of course greatly changes the nature of the self-models and
the models of the situation.
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For the avoidance of doubt, it is worth emphasising that given that the object
of a meta-reflective process is a reflective process, and meta-reflective processes
are themselves reflective processes, then this permits the iterative meta-reflection.
This layering permits arbitrarily complex internal reasoning about the behavior of
different self-awareness processes with respect to their aspects, goals, expectations,
conceptualisation, etc., and also with respect to the systems continuing pre-reflective
perceptions (i.e., empirical data taken from observations in the world).

3.3.2 Aspects of Reflective and Meta-reflective Self-awareness

We have so far introduced three overarching levels of self-awareness: pre-reflective,
reflective and meta-reflective self-awareness. We further discussed that (meta-)
reflective processes, those that build conceptualmodels of their objects,might capture
different aspects of the object, or the experience of the object, in their modeling. In
this section, we discuss some of these aspects of reflective self-awareness processes,
and how they may combine and build upon each other to form complex self-aware
behavior.

In much of the psychological literature, the aspects discussed here are often
described as part of amore fine-grained set of levels of self-awareness. In this chapter,
we have restricted the term “levels” to refer to capabilities and processes that build
upon each other, for example as discussed in Sect. 3.3.1. As this section highlights,
reflective self-awareness processes in a system can and typically will comprise a rich
variety of learning, reasoning and acting behaviors, each of which models or focuses
on a particular aspect of self-awareness. We now proceed to describe those aspects
of reflective self-awareness that we at present identify as important to self-aware
computing systems.

3.3.2.1 Identity Awareness

Identity awareness in a reflective process concerns the modeling of experiences such
that they contribute towards a conceptualisation of a coherent identity, possibly over
time. This describes the ability to recognize and model the identity of entities, such
as other systems, objects in the world, and humans. Without identity awareness,
experiences form isolated stimuli, as part of a noisy “soup” of an environment.
Identities as modeled may be unique, such as the identities of specific other systems
with which to interact (e.g., through unique IDs, such asMAC addresses or DOIs), or
simply by affixing one’s own label to an encountered object to track it over time (e.g.,
the third client I saw join the network). Alternatively, identities may be modeled at
the level of roles (e.g., a web server, a small robot inmy environment). Ultimately, the
level of expressiveness and uniqueness required of identities in a reflectivemodel will
depend on the application requirements and context. Finally, identity awareness also
extends to oneself. Neisser’s highest level of self-awareness, the self-concept [44],



3 Towards a Framework for the Levels and Aspects of Self-aware Computing Systems 71

concerns the conceptualisation of the whole self as a unified entity within the world.
An awareness of the identity of oneself (or one of its many identities) is a prerequisite
for self-concept. Extending this notion of self-identity to the external sphere, identity
awareness also includes the concepts such as one’s own role(s) within awider system.

3.3.2.2 State Awareness

State awareness builds upon the knowledge captured in any and all other aspects
of self-awareness, by providing the ability to model and recognize the identity of
states of oneself, the world or other entities within it. For example, a system may
have a variety of knowledge present in its various conceptual models, associated
with various other aspects. With the addition of state awareness, the system would
then be able to use this knowledge to characterize the state of the world. Examples
might include “winter,” “in low power mode,” or “waiting for a reply,” although
there is no requirement for states to have intuitive names or meanings outside of the
individual itself. Indeed, unsupervised learning presents a promising technique for
the realisation of state awareness, since experiences might be clustered to identify
particular emergent states.

3.3.2.3 Time Awareness

Time awareness describes the aspect of reflective models that are concerned with
historical knowledge, or knowledge of potential future phenomena. In its simplest
form, this may include knowledge of past or potential future basic stimuli. Tempo-
ral aspects of models may of course be expressed in a wide range of ways, from
precise associations (e.g., timestamping) to ordinal relationship information (e.g., x
happened before y). When combined with other conceptual aspects, awareness of
the temporal nature of these may be also be modeled. Examples of these may include
historic interactions, future states or previous identities.

3.3.2.4 Interaction Awareness

In interaction awareness, run-time models are used to take into account patterns of
interactions between entities. There are various sub-aspects here, which build on each
other. Most obviously, the system must be able to recognize that some actions form
part of interactions, such that they are in some way causally connected. An example
of this includes message passing, such as is used in a communications protocol,
where one message may be a response to another, rather than an isolated action.
There may be, in simple interaction awareness, simply a model of the flow of actions
over time (e.g., action b typically occurs after action a), or there may be additional
semantics associated with the actions or the combination of them (e.g., actions b is
a response and action a is a query).
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As a prerequisite to the above form of interaction awareness, there must be some
form of identity awareness, at least insofar that the system can identify messages,
as apart from the general noise in the environment. It may also be important to be
able to identify individuals as those engaged in an interaction, if not in terms of their
unique identity, then perhaps in terms of role.

Interaction awareness can also build upon state awareness, since models may
encapsulate knowledge of causality such as “when action a is taken in state s, this
leads to state t .” Markovian approaches may be effective choices for modeling state-
based interaction awareness.

Finally, the interactions need not be external. Causality of internal processes may
also be modeled in meta-reflective processes. For example, a system might model
the behavior of one of its own decision-making processes, when other parts of the
system are either operational or not. In the former case, the systemmay learn amodel
of how decision-making degrades (due to more stringent resource constraints), when
load elsewhere is high. Suchmodels of internal causality may then be used to provide
adaptive internal re-architecting, or perhaps more effective scheduling of tasks.

3.3.2.5 Behavior Awareness

In behavior awareness, run-timemodels represent the internal behavior of the system
or behavior of external entities. Behavior here is taken to mean an action, or more
normally a group of actions, taken by an individual. Models of behavior may, at
the simplest end of the spectrum, comprise a representation of an observed action.
More useful forms of behavior awareness, however, will link these representations
together, over time, and with awareness of states. For behavior awareness to be
particularly meaningful, it would usually be coupled with some identity awareness,
i.e., knowledge of the identities of individuals or roles carrying out the behavior,
or subject to it. Behavior awareness can apply also to oneself, by modeling either
ones externally facing behavior in the world or one’s own internally facing behavior.
Behavior awareness can be applied in a meta-reflective context, where models are
built that describe self-awareness processes in terms of their behavior.

3.3.2.6 Appearance Awareness

In human self-awareness, one’s public self, the image an individual presents to the
world, is often considered important. Thismay also be true of computational systems,
for example where the environment or individuals within it might respond differently
depending on the appearance of the individual to which they are responding. Thus,
appearance awareness is concerned with how the individual appears, or may appear,
to others in the environment. At one end of the spectrum, this might simply concern
an awareness of physical properties (i.e., a robot may be aware of its height, or if it is
dirty). At the other end, a systemmay learnmodels of how it presents itself, including
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its own knowledge and self-awareness. In this way, appearance awareness is linked
to notions such as self-explanation, acknowledging that a system’s explanation or
justification for its actions form part of the way it presents itself, and may go on to
have subsequent implications for how the environment responds to it. The reflective
processes that deal with the aspect of appearance awareness are able to explicitly
learn and reason about these factors.

3.3.2.7 Goal Awareness

Goal awareness, in a general sense, includes the ability to conceptualize the internal
factors that drive the behavior, such as a system’s goals, objectives, and constraints.
In some cases, goals will be explicitly available and formally specified. Note that this
is not the same as a goal being implicitly present in the system, due to the advance
decisions of designers. Goal awareness implies the presence of goal knowledge at
run-time, in such a way that it may be reasoned about at run-time. Further, this
presence of explicit goal knowledge at run-time permits the acknowledgement of
and adaptation to changes in goals, either internally generated, or due to external
forces (e.g., a user’s changing needs).

Not all goals will be expressed in this way. In some cases, goals will be implicit
in the environment or need to be derived from higher-level more abstract goals (e.g.,
the goal to replenish energy may be derived from a higher-level goal to survive).
In other cases, goals will take the form of motivations: impulses and drives that are
not tied to formally specified objectives or goal states. In these cases, goals may be
less obvious, and only intentions or even actions will be observable. Thus, learning
will need to be employed to model those goals implicitly in the architecture of the
system.

Note that the goal awareness may apply to oneself or to others. In the latter case,
a system may possess a model of another system’s goals, or those of a human or
organisation. Further, the goal awareness may be combined with other aspects, such
as time awareness, wheremodels of how goals change over timemight be one benefit.

3.3.2.8 Belief Awareness

Belief awareness is concerned with, in general, things believed to be true by a system
and differs from expectation awareness since beliefs do not, in general, need to cap-
ture the notion of time. In this way, belief awareness provides a generic mechanism
for reflecting on other aspects of self-awareness, in both oneself and in others, with
degrees of uncertainty. In simpler cases, belief awareness models will capture the
knowledge that the system itself believes something in terms of one of the afore-
mentioned aspects to be the case (e.g., I believe that I have an expectation that an
apple will fall when thrown into the air). This may appear superfluous; however,
the added benefit here is that belief awareness provides a generic mechanism for
arbitrary meta-reflection on one’s own awareness. A belief awareness process may
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be added to reflect on any other process, to express knowledge of the level of belief
associated with the model. In terms of arbitrary reflective architectures, processes
that are concerned only with belief awareness allow us to add models of uncertainty,
as well as sources of knowledge and uncertainty, in arbitrary arrangements.

Belief awareness also applies in the public sphere, since awareness of others’
beliefs may also be modeled. This provides the necessary machinery for iterative
meta-representational self-awareness, for example cases such as system x believing
that system y believes system z to be aware of system x’s origin.

3.3.2.9 Expectation Awareness

Expectation awareness combines belief awareness and time awareness, to formmod-
els that express what the system or others believe about how the world will unfold
over time. This includes, for example, awareness of how the laws of physics act on
objects over time. For example, the idea that “when I throw an apple in the air in front
of me, I expect that I will see it come down” can be modeled as a belief over the state
of an observation of an object over time. A further example is that of knowledge of
social conventions (e.g., when a person greets me, he expects me to respond with a
greeting within a short time window). In this way, expectations in fact can form part
of a requirements model (requirements awareness might be seen as a sub-aspect of
expectation awareness), where the expectations are those of a user, client machine,
or interaction partner in a collective system.

At the meta level, this may be used tomodel the requirements or expectations over
other aspects. A system may, for example, be watching two individuals engaged in a
conversation. In this case, a model may capture the expectations over the sequence
of messages being passed in the interaction (see interaction awareness, above): there
may be a model that the response b is expected after query a. Subsequent reasoning
mayconcern the implications of this expectationbeingbroken andappropriate actions
that may be triggered.

3.3.2.10 Applicability and Extensibility

In the above characterisation, we have presented the aspects of reflective self-
awareness that we anticipate will be most relevant to self-aware computing systems.
However, as in psychology, we expect that various different set of aspects will be
used, as appropriate for the particular context or system design process. Therefore,
the above list should not be considered our proposal for a complete list, but instead
as a starting point for further consideration as to the aspects captured in reflective
and meta-reflective self-awareness.
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3.3.3 Domain of Self-awareness

In this section, we are concerned with two important questions when considering a
self-aware computing system: what is it that is self-aware, and of what is it aware?
By now it should be clear that in a given self-aware computing system, there are
various entities that are involved, or potentially involved, in a particular aspect of
self-awareness that is present. These entities exist at various levels of abstraction and
aggregation, and include the system that is aware, the parts of that system that are
involved in providing the awareness, and the things it is aware of. Without limiting
this collection of entities, we refer to them together as the domain of self-awareness.
In this section, we define various concepts, chief among them are the span and
scope of self-awareness, that comprise the domain. These provide a helpful basis for
discussions that rely on these notions, in the rest of the book.

3.3.3.1 Scope of Self-awareness

In reflective self-awareness, we are primarily concerned with a relationship between
the subject of the awareness, that is, the entity doing the reflecting, and the object
of the awareness, that is, the entity being reflected upon. A self-aware system will
be aware of a broad range of objects over its lifetime. These include, for example,
externally sensed things, the system’s sensing apparatus, internal reflective processes,
a sense of self-concept, and indeed these things at different points in time, and in
other individuals. Collectively, we call the objects of self-awareness that system’s
scope of self-awareness. The scope comprises all the entities observed, or able to be
observed, by the system.

3.3.3.2 Span of Self-awareness

In general terms, we refer to the extent of the entity that has the awareness, the
entity at which the knowledge is available, as the span of self-awareness. We must
refine the concept of span somewhat; however, since it is not sufficient to base the
definition of span on the notion of an entity that is doing the reflecting. This is too
ambiguous to be particularly helpful. In general, reflecting on a particular entity will
be carried out by one or more reflective self-awareness processes within a system,
and candidates for being the span in this case could be any one of these processes,
all of them combined, or the system of which they are part. Coming back to the
discussion of what constitutes a self (as begun in Sect. 3.2.1), we may accept that all
of these interpretations are potentially valid answers to the question: what is doing
the reflecting?
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3.3.3.3 Complexities in Span and Scope

As an example, consider a system that processes sensor data and passes messages
to other neighbouring systems. In the system, a number of self-awareness processes
reflect on different aspects of what the system’s sensors observe. One process that
captures a time-awareness aspect may, through its learning, become aware of a pat-
tern in what is being observed, corresponding, albeit noisily, to the time of day. A
second self-awareness process does not reflect on time aspects of the observation,
but instead provides some interaction awareness. This process develops a model of
potential cause and effect, as it becomes aware of a certain type of incomingmessages
triggering a shift in sensor readings. A third self-awareness process observes outgo-
ing and incoming messages, reflects on the correlations between these, and becomes
aware that the type of incoming messages noticed by the second process is received
shortly after the system sends a reset signal to its neighbouring systems. It observes
that the reset signal is generated once per hour. Finally, ameta-self-awareness process
reflects on the knowledge obtained by the second and third self-awareness processes,
and is therefore able to develop an awareness that hourly reset messages precede a
change in sensor readings.

There are now two different and coexisting models that explain the shifts in sen-
sor readings observed by the system. The first, provided by the first self-awareness
process, correlates shifts with regular time intervals. The second, provided by the
meta-self-awareness process, through its reflection on the knowledge acquired by
the second and third processes, associates the timing of the shifts with the system’s
own reset messages.

It is reasonable to ask at this stage, what is the system aware of, in terms of how
its environment changes, and its effect on those changes?

This small example serves to illustrate that the span of reflective self-awareness,
the entity doing the reflecting, is both several things at once, and specific to the
particular reflective self-awareness aspect, and role of that self-awareness process
within the wider system.

3.3.3.4 Hierarchical Reflection View of Span and Scope

If we take a view of self-awareness, only as it arises from hierarchical subject-object
views of reflection, then we can consider that there might be several different spans
at work here, each with their own different (but overlapping) scope:

• A span comprising reflective process 1, which has the system’s observations
through its sensors, some aspects of the entities observed, and the time of day,
as its scope.

• A span comprising reflective process 2, which similarly has the system’s observa-
tions through its sensors, some (partially different) aspects of the entities observed,
and incoming messages as its scope.

• A span comprising reflective process 3, which has the observation of system’s
incoming and outgoing messages as its scope.
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If we, however, consider a span comprising the meta-self-aware process, then
the scope includes the models and learning contained within processes 2 and 3.
However, in doing so, the span must be expanded to also include those processes,
since without them being part of the entity doing the reflecting, there would be no
possibility for the sensor observations or messages to be part of the scope of the
meta-self-aware process—and they clearly are. Hence, our fourth option is a span
comprising self-awareness processes 2 and 3 and the meta-self-aware process.

In this case,we see an overlap betweenboth the span and the scope of the same self-
awareness phenomenon. Even in this simple example, as the self-awareness processes
are broken down into individual reflective processes, the system, as defined here by
the span, is aware of (as defined by its scope) part of its own self-awareness. This is
in addition to its awareness of the external things being observed by the sensors.

3.3.3.5 Collectivity in Span and Scope

The one potential span missing from the above discussion, which is perhaps more
intuitive, is to consider the system-as-a-whole (as comprising the three reflective,
one meta-reflective process and pre-reflective observing apparatus) as a single span.
It would follow that the associated scope of such a span consists of everything that
is known to it.

Since in the example system there is no single reflective process that has a whole-
system view, wemust instead return to the notion of collectivity in self-awareness, as
first discussed in Sect. 3.2.1.3. The unity of the system in the example, which provides
us with the intuition of such a system-as-a-whole span, arises from considering the
system as a “well-defined” entity within its broader environment. This is in much
the same way that we often consider a human, a dog, a smart phone, or a daffodil
as a single system, even though there is no omniscient component within them. Of
course, this does not come without the requirement for someone, another observer
perhaps, to do the “well defining”.

One way of reasoning about such a well-defined entity is based on behavior. In
our example system, and coming back to the fact that there are now two different and
coexisting models describing what is occurring, we can of course allow for either or
both to trigger observable behaviors. In such a case, we may observe a behavior that
suggests that the system has a coherent view integrating both models, even though
none is present. Is the “system-as-a-whole” then aware of both models? From this
external behaviorist observer, it is the case, and this is clearly sufficient for behavior
to be generated based on both hypotheses.

This collective span can indeed be a highly useful concept, when concerned with
the actions driven by self-awareness. It requires us to accept that a span may not
be bound only by the presence of subject-object relations in a reflective hierarchy,
but can be enabled through collectivity. In this case, this collectivity arose from a
unity of behavior, as observed. A final point to make on the unity of behavior and its
reliance on being observed is that there is no requirement for the observer to be an
entity apart from the system itself. Indeed, most humans have a sense of their own
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self, which according to this discussion is of the collective type. This arises from that
person’s own self-awareness and not (directly at least) the awareness of others.

3.3.3.6 Types of Self-awareness Objects and Scopes

We have indicated above that a system’s span, which is the subject of self-awareness,
is aware, according to some descriptions based on its levels and aspects, of a variety of
objects, collectively termed the system’s scope. The systems reflective processes (part
of the span) produce various conceptualisations, ormodels, of internal and/or external
entities (part of the scope), which in turn may feature pre-reflective, reflective, or
meta-reflective self-awareness.

In general, the object of a reflective self-awareness process is the answer to the
question what is the thing the system is paying attention to? A reflective process
produces a conceptualisation (i.e., a model) of any pre-reflective or reflective self-
awareness. Let us first consider the initial case, where the object is a sensed experi-
ence, i.e., an observation. As with model characteristics, the list of possible object
types cannot be exhaustive and will to a large degree be domain dependent. However,
we provide here a suggested list of important types of objects.

Let us therefore take a look at some of the main types of objects that a system
can be aware of. From these, we can also define corresponding scope types. The
list of possible object types cannot be exhaustive, and will, to a large degree, be
domain-specific. However, we provide here a suggested list of important types of
objects.

Generally,we consider that a system and its environment consist of various entities
(or resources) and that the system can be (self-)aware of the existence and various
characteristics of these entities. Such characteristics would notably include:

• Property characteristics: include both the parameters that define an entity’s char-
acteristics or state, and the actual values of those parameters at different times.
Also this includes potential states and their characteristics;

• Observability capabilities: specify the measures that can be taken from an entity,
given the available sensing apparatus. These may additionally provide a more
detailed description, including recommended observation frequencies, expected
resource overheads, and accuracy of measurements;

• Action capabilities: specify the actions that are being or can be performed on
an entity; these may additionally provide a more detailed description, including
the expected effects within various contexts, quality parameters, and necessary
resources;

• Interconnections among objects: represent any kind of relation between objects
of any of the types listed above, including links among computing entities (e.g.,
system architecture); dependencies between state characteristics; and conflicts
among action capabilities. At higher levels of abstraction, this may include groups,
organizations, or sets of and relations between objects.
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We may, as such, derive several types of a system’s self-awareness scopes. An
action scope includes all entities that the system may act upon. These will typically
include not only internal entities, but also external entities (if we consider communi-
cationswith other systems as some sort of actions).Wemay also find useful the notion
of influence scope to refer to entities upon which the system may only act indirectly
(e.g., via direct communication or indirect effects via a shared environment). The
self-awareness scope includes all “entities” the system can observe, either directly
(e.g., through sensors) or indirectly (e.g., through acquired knowledge obtained from
elsewhere). The entities in the scope may include both internal and external entities.

Crucially for all but the simplest of self-aware systems, the entities that are the
objects of reflection can themselves be self-awareness processes, including their own
acquired knowledge. These observed processes may operate over different scopes
and at different resolutions and self-awareness levels, than the reflecting process. We
may now use the terminology of the domain of self-awareness to establish that when
the scope of self-awareness includes (at least partially) the span of self-awareness,
we have meta-self-awareness. Namely, by virtue of its role and connectivity within
the concert of self-awareness processes, the subject of a reflective self-aware process
is a meta-self-awareness process. In general, we envisage that self-aware systems
will have many such meta-self-awareness processes, operating over different objects
and with respect to different aspects (goals, interactions, time, etc.). Furthermore,
it is likely that reflecting on these further still, meta-meta-self-awareness processes
will provide the system with knowledge about the role and impact of operating such
an array of self-awareness processes. There are many architectural alternatives for
structuring reflection relationships in a self-aware system, as will be explored in
Part II of this book. At one extreme however, we may consider a particular type of
overarching meta-self-awareness process, able to reflect on the entire system and its
self-awareness, providing the system with a complete self-concept.

3.3.3.7 Overlapping Spans and Scopes

In summary, we refer to the subject(s) of reflective self-awareness as the span, com-
prising all entities that contribute to the formation of self-awareness, and to the
object(s) of self-awareness as the scope, comprising all the entities observed by the
subject’s self-awareness.We refer to the domain of self-awareness as the combination
of subjects (span) and objects (scope).

Finally, in practice in many self-aware systems, we find and expect that the span
and scope will not be distinct from each other. As in the above example, there may
be substantial overlap, through meta-self-awareness. For a fully meta-self-aware
system, where every reflective process was itself reflected upon by the system, then
the scope necessarily includes the span.
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3.3.4 Putting It All Together

In summary, we have in this section sketched a conceptual framework for describ-
ing and comparing qualitative aspects of self-awareness in computing systems. Our
framework is based on three tenets:

• Levels of self-awareness,
• Aspects of reflective self-awareness,
• The domain of self-awareness.

Using the intersection of all three tenets, we may produce descriptions of the
specific self-awareness of a system. For example, we might construct a sentence as
follows: Peter (span) is aware ofAda’s (scope) goal (aspect) to reduce the power usage
(object). Further, Ada (span) is aware of her own reasoning (meta-self-awareness)
about what to do (act) about it.

3.4 Self-awareness and Goals

The notion of domain can also be associated with goal definitions. Typically, the goal
domain of a self-aware computing system would be included in its self-awareness
domain. Exceptionswould represent caseswhere the systemachieved its goalwithout
being aware of it and without making use of any of its reflective self-awareness
capabilities for this purpose.

A goal’s span identifies the entity or entities that are responsible for achieving
the goal, from the perspective of the entity that requested the goal. For instance, if a
system is required, by an external entity, to achieve a goal, then that system represents
the goals span. If a collective of systems is required to achieve a goal, then the entire
collective of systems represents the goal’s span.

We can also relate a span and scope to the goals of a self-aware computing system
where the span refers to the group of entities that is responsible for achieving the
goals, while the scope is the group of entities the goal refers to in its specification of
what has to be achieved.

Usually, we would expect that if self-awareness is employed to realize a goal the
span of the self-awareness must be a subset of the span of the goal (as otherwise the
self-awareness would include entities that do not share the related goal and therefore
will also not contribute to it) and that the scope of the self-awareness must include
the scope of the goal (as otherwise the span is not able to judge whether the goal has
been achieved for the scope of the goal).

A goal’s scope represents the set of resources over which the constraints defined
by the goal should be attained. The goal’s achievement can then be evaluated by
taking measures from the resources in the goal’s scope.
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As indicated above, if a system is aware of a goal that it must achieve, then the
goal’s domain will impact the systems self-awareness domain which is necessary for
achieving the goal.

Of course, the considerations discussed here do not apply to cases where the
system reaches a goal without being aware of that goal (i.e., lack of goal awareness).

Let us now take a closer look at way in which a goals scope impacts the different
types of objects in the targeted systems self-awareness scope, provided that the system
is goal-aware. Here, the targeted system is the goals span.

Firstly, the systems self-awareness scope must include the resources (including
potentially other systems) upon which the system can act to achieve its goal. These
are part of the system’s action-awareness scope.

Secondly, the systems’ self-awareness scope must include the aspects of the envi-
ronment (or context) that are relevant to the reasoning process involved in achieving
the goal. These aspects are part of the systems context-awareness scope. For instance,
the system must be aware of the outside temperature in order to decide whether or
not to open the window shutters for achieving an inside temperature.

Thirdly, in some cases, it may be helpful if the system’s self-awareness scope
included the resources upon which the system could not act directly but could influ-
ence by indirect means. These would be part of the system’s interaction awareness.
For instance, if the smart home aimed to achieve a power prosumption goal—e.g.,
not consume more than the local production—then the smart home might try to ask a
local producer to produce more (rather than asking its own devices to consume less).

3.5 Challenges

In this chapter,webeganby reviewingwhat is understoodby self-awareness, both as it
pertains to humans, and to computers. We provided a brief overview of relevant work
in psychology and computing, on the topic of self-awareness. The main contribution
of this chapter is a new conceptual framework for computational self-awareness,
extending a characterisation by Lewis et al. [34], in order to (i) provide inclusion and
extensibility, (ii) distinguish between reflective levels of self-awareness and aspects
of reflective modeling, and (iii) introduce the notion of the domain of self-awareness,
in terms of span and scope. In doing so, we provided the language to engage with
a broad set of concepts that can be used to describe and reason about self-aware
computing systems. The characterisations presented here are concerned with how
they might pertain to both current and future computing systems.

There are many challenges that need to be tackled in further developing the notion
and practicalities of self-aware computing.

Firstly, the formalisation of the framework sketched in this chapter would provide
engineerswith the ability tomake use ofmore rigorously processes for the production
of self-aware computing systems. Further, such a formalisation could be used by self-
aware systems themselves, in order to better reason about their own self-awareness
capabilities in a principled and comprehensible way.
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Secondly, though we have described a wide range of capabilities, which rely
heavily on learning, modeling, instrumentation, and more, we have not here touched
on methods or techniques for implementing such capabilities. Some of these are
addressed in the later chapters in this book, but there is as yet no fundamental under-
standing of the linkage between algorithms and self-awareness levels, or if new
algorithms are needed in some cases. Such a linkage would again prove valuable to
designers of self-aware systems.

Thirdly, how might we structure self-awareness processes with respect to each
other, such that the right sort of learning and reasoning is operating on the right
internal and external objects (including self-awareness processes themselves)? In
other words, what should architectures for self-aware systems look like? Further,
how might and should such structures change over time, as the needs of the system
change, or more is learnt about the system, its environment, and about what is needed
to be learnt?

Finally, there is no assumption that at any given moment, all forms of self-
awareness are being used for the same problem or context. Systems may engage
multiple parallel self-awareness processes in related or unrelated tasks. How should
we organize and manage this? Both architectures and meta-management processes
must acknowledge that attention is a limited resource, reflective of the limited com-
putational power,memory, and time for running self-awareness processes on real sys-
tems.Anotherway of phrasing this challenge is to consider how a system itself should
decide how to engage and disengage different self-awareness processes dynamically,
as relevant or beneficial, given its experience of a changing world.
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