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Abstract

Colorectal cancer (CRC) is one of the most commonly diagnosed cancers among
both genders and its incidence rate is continuously increasing. CRC starts from
small non-cancerous growths of tissue on the wall of the colon (large bowel) or
rectum. Most polyps are harmless, but some can develop into CRC over time.
Currently, colonoscopy is the golden standard method for the detection and
removal of precancerous polyps. Colonoscopy, however, is an operator-dependent
procedure and requires skilled endoscopists. Studies have shown that the polyp
miss rate is around 25% for certain cases. This miss rate has drawn the attention
of engineers and computer scientists, including our group, for decades to develop
a computer-aided polyp detection system that can help clinicians reduce this
polyp miss rate during colonoscopy.

Recent developments in neural networks, especially convolutional neural
networks (CNN), in the form of deep learning have greatly advanced the
performance of state-of-the-art visual recognition systems. Deep learning has
not been fully investigated for colon polyp detection and segmentation. The
challenges that a deep learning-based method would face to detect different
types of polyps are still unknown. Precancerous colonic polyps appear in various
characterizes such as shape, texture, size, color, etc, besides, there exist a lot of
polyp-like structures in the colon. These factors make it difficult to develop a
highly accurate automatic polyp detection and segmentation system in terms
of sensitivity, precision, and specificity. This thesis has primarily contributed
towards the investigation of the difficulties and challenges to develop an accurate
automatic polyp detection and segmentation using deep learning approaches.

In the beginning, a recent region-based approach with a deep-CNN model
(Inception-ResNet-v1) was adapted for polyp detection in still images and videos.
To improve the results of this approach, two efficient post-learning methods,
false positive (FP) learning and offline learning, was proposed. FP learning was
developed to reduce the number of FPs, while offline learning was to increase
the detection of true positives (TPs) in colonoscopy videos. This work also
suggested that the lack of large labeled polyp training images is one of the
major obstacles in performance improvement of automatic polyp detection and
segmentation. Therefore, we proposed two methods to increase the number of
training samples: generating synthetic data using generative adversarial neural
networks (GAN) and annotating more real data using a semi-automatic method
powered by a CNN network. Moreover, this thesis evaluated the performance of
three different and the most successful CNN architectures i.e., ResNet50 (deep),
ResNet101 (deeper), and Inception-ResNet-V2 (more complex), to extract polyp
features from the input images. Moreover, an ensemble method was proposed for
further performance improvement. In another study, we exploited the temporal
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Abstract

dependencies among image frames in videos by integrating the bidirectional
temporal information to improve the overall performance of the CNN-based
object detectors for polyp detection.

Experimental results showed that deep learning is a promising approach
to computerize colon polyp detection and segmentation, and it offers various
approaches to improve the overall performance of the detection. In general, a
massive amount of training data is the key to achieve desirable performance
as there are already excellent CNN-based feature extractors. However, there
is a lack of available training data, and manual polyp labeling of video frames
is difficult and time-consuming. We showed that deep learning can be used to
semi-automatically annotate video frames and produce 96% of the Dice similarity
score between the polyp masks provided by clinicians and the masks generated
by our framework. We also showed that conditional GAN (CGAN) could be
used to generate synthetic polyps to enlarge the training samples and improve
the performance. The results demonstrated that deep learning-based models are
vulnerable to small perturbations and noises. We found out that the bidirectional
temporal information is essential to make CNN-based detection more reliable
and less vulnerable.
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Chapter 1

Introduction

1.1 Background

Colorectal cancer (CRC) is defined as cancer in the large intestine, which consists
of the colon and rectum. The large intestine plays an important role in the
body’s ability to process waste. Signs and symptoms of CRC may include blood
in the stool, change in bowel habits, discomfort in the abdomen, weight loss
with no known explanation, and constant tiredness or fatigue [1, 2]. The exact
cause of CRC is not completely known. However, most CRC occurs in old age
and are correlated to lifestyle factors. A small number of cases is associated
with underlying genetic disorders [3, 4]. Other risk factors that may increase
the chance of this disease include a high-fat diet, tobacco smoking, heavy use of
alcohol, obesity, and diabetes [3, 4].

CRC most often begins as tumors developing from localized growth of the
cells in the inner layer of the bowel, the colorectal mucosa. When the tumors
are malignant (cancerous), they can grow and spread to other parts of the
body. However, most of the colorectal tumors are initially noncancerous growths
called polyps (see Fig. 1.1) before they become malignant and potentially life-
threatening cancer [5]. Polyps can have different shapes, stalked, sessile, or
flat, different sizes and contain different tissue of variable malignant potential.
Doctors can usually identify protruding polyps during a colonoscopy. Smaller and
flat polyps are more easily overlooked. However, most polyps have a potential
for malignancy [3, 5, 6].

Excluding skin cancer, CRC is the third most common cancer diagnosed in
both men and women in the world, and the second leading cause of cancer-related
death for both genders combined [7]. In the United States alone, it is estimated
that 145,600 adults will be diagnosed with CRC during 2019 [8]. These numbers
include 101,420 new cases of CRC (51,690 men and 49,730 women) and 44,180
new cases of rectal cancer (26,810 men and 17,370 women) [8]. Compared to
2017 and 2018, these incidence rates of CRC were estimated to increase by 7.5%
and 3.8%, respectively, and the estimated deaths by CRC would be 51020 cases,
which is 1.5% and 0.8% and higher than in 2017 and 2018, respectively [8–10].
These numbers show that the morbidity and mortality from CRC continue to
increase.

CRC may not cause symptoms until the disease is advanced, therefore, regular
screening is recommended to prevent CRCs [11]. The screening aims to find
pre-cancerous polyps before they turn into cancers. There are several techniques
for screening the large intestine such as colonoscopy, computed tomography (CT),
colonography—sometimes called virtual colonoscopy, sigmoidoscopy, stool DNA
tests, double-contrast barium enema (DCBE), fecal occult blood test (FOBT) and
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1. Introduction

fecal immunochemical test (FIT). Regular screening, using one of the methods,
is recommended, usually starting from the age of 50 [11]. Colonoscopy is the
most sensitive method for colon screening and is more effective in the detection
of lesions and polyps of any size, and it allows removal of the lesions during the
same procedure. Colonoscopy has, however, several limitations such as:

• It is a operator-dependent procedure, prone to human errors.. The polyp
miss rate is reported to be up to 22%-28% in certain series [12].

• • It is a rather uncomfortable, risk inherent, and expensive procedure for
patients [13].

• It is a demanding procedure requiring significant amount of time by
specialized endoscopists [13].

Figure 1.1: A colon polyp shown in the large intestine.2

Two trends are pursued to reduce polyp miss-rate and optimize the screening
procedure: 1) training programs and practical lessons to improve clinicians’
skills [14], and 2) technical efforts to improve endoscopic devices and develop
computational support systems. Regarding the device improvements, different
techniques have been developed to enhance the observation of the scenes and
visualization of the lesions:

• development of new imaging modalities such as auto-fluorescence imaging
[15] or virtual chromoendoscopy for example narrow-band imaging (NBI)
by Olympus [16], Fuji intelligent chromoendoscopy (FICE) by Fujinon [17],
and i-scan by Pentax [18],

• development of zooming and magnification technologies [19],
• development of more advanced cameras with a wider angle of view to show

more wall surface of the large intestine,
• the development of higher image quality for better texture definition.

2Reprinted from MAYO Clinic
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Types of polyps

Regrading the computational systems, several methods have already been
proposed for automatic polyp detection in colonoscopy videos, ranging from hand-
crafted approaches [14,20–26] to pure machine learning approaches [27–31,31–36].
The supportive systems are to help clinicians detect polyps and tumors during
colonoscopy. The contributions of this thesis fall in line with the development of
computational support systems for automated analysis of colonoscopy videos.

Screening the population for precursor lesions or early colon cancer has
been an important goal for decades. Colonoscopy is not ideal for screening the
population because of the factors mentioned above. Wireless capsule endoscopy
(WCE) has been available for small bowel visualization for more than ten
years [37]. More recently, colon capsules have been introduced for selective colon
visualization. This may be an alternative to colonoscopy and has compared
favorably in terms of polyp detection in recent studies [38]. However, the use
of pill cameras for colon diagnosis requires similar or even more aggressive
bowel cleaning than colonoscopy. Moreover, experts spend considerable time
to analyze the video recordings captured by the capsule [39]. Although WCE
holds promise as an accurate and convenient screening tool, there are several
remaining challenges, including cost. The cost of the capsule will likely go down
as volumes increase. However, the cost of manpower required for analysis will
remain, therefore, simplifications of the capsule reading are highly needed, e.g. in
the form of automated pre-reading the video footage by advanced image analysis,
computer vision, and machine learning tools [39].

Figure 1.2: Polyp Paris Classification.3

1.2 Types of polyps

Polyps grow in different morphological shapes. A group of endoscopists,
pathologists, and surgeons established an endoscopic classification scheme, called
Paris classification, describing polyp morphology [40]. Paris classification divides
polyps into several categories: Pendunculated (0-Ip), sessile (0-Is), slightly
elevated (0-IIa), flat (0-IIb), slightly depressed (0-IIc) and excavated (0-III) (see
Fig. 1.2). Depressed morphology is rare while sessile and pedunculated are the

3Own graphical work
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1. Introduction

most common types of polyps [40]. Sessile polyps lie flat against the surface of
the colon’s lining, making them harder to detect in CRC screening. Pedunculated
polyps are mushroom-like tissue growths with a long and thin stalk [40].

Based on the probable histology, polyps are categorized into three types: Type
1—characteristic for hyperplastic polyp, Type 2—characteristic for adenoma,
Type 3—characteristic for malignancy. This polyp classification is called NICE
classification which stands for NBI international colorectal endoscopic [41,42].
NBI is an imaging modality developed to use a wavelength filtered light source
to optimize hemoglobin light absorption [41]. This classification can be applied
using colonoscopies both with or without optical magnification (zoom). Table
1.1 summarizes the differences between the three types. Fig. 1.3 shows examples
of each type.

Type 1 Type 2 Type 3
Color lighter than or

similar to the
surroundings

darker (browner)
than the
surroundings

darker than the
surroundings,
brownish,
sometimes with
lighter patches

Vessels small vessels or a
sparse network,
with no
recognizable
pattern

a lighter area in the
center, surrounded
by thicker brown
vessels

areas with
interrupted or
absent vessels

Surface
patterns

circular pattern
with small
dots–pattern with a
darker area in the
center, surrounded
by lighter mucosa

oval, tubular,
gyrate–presence of
tubuli, linear or
bundled, light area
in center,
surrounded by
brown vessels

amorphous or no
surface pattern

Table 1.1: Polyp NICE classification.4

1.3 Hypotheses

The null hypothesis would be that there will be no difference between tissues of
the normal mucosa and polyps, cancers, and other pathological conditions of the
large intestine.

The primary hypothesis would be that there will be a detectable difference
in various parameters between tissues of normal mucosa and tumors. It is
hypothesized that polyps and cancers will have a different perfusion pattern than
normal colonic mucosa, detectable by post-processing of regular video-recordings.

4Reprinted from [42], by S. Hattori et al.
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The secondary hypothesis would be that the normal mucosa in patients with
colon neoplasia will have increased mucosal perfusion compared to patients with-
out such abnormalities. This would measure mucosal perfusion by video-analysis
important for making a decision during the screening for CRCs as demonstrated
by Roy et al. [43].

Figure 1.3: Polyp NICE classification.5
A-C: Lesions classified as Type 1, D-F: Lesions classified as Type 2,

G-I: Lesions classified as Type 3.

1.4 Objectives

The primary objective of this study is to develop algorithms for the automated
screening procedure based on the analysis of video-recordings from colonoscopy
(eventually from WCE). The developed algorithms should;

• automatically identify and tag suspicious lesions on videos of the colon
obtained by a standard colonoscopy or a WCE,

• automatically identify patients at high risk of having or developing CRC,
• tolerate polyp variability in order to detect all types of polyps,
• help clinicians reduce polyp miss-rate during colonoscopy examination.

This thesis will then investigate the following techniques to achieve the objectives:

• analyze photo-plethysmography (PPG) signals extracted from colonoscopy
video sequences to distinguish healthy and unhealthy tissues in the colon
(fail trail),

5Reprinted from [42], by S. Hattori et al.
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• explore deep learning approaches to improve the classification and feature
selection for polyp detection and segmentation (Paper I, Paper III),

• investigate different techniques to increase the capability of polyp variability
and the detection performance (Paper I, Paper II, Paper III, Paper IV,
Paper VI),

• evaluate different convolutional neural network (CNN) architectures if
limited training data is available (Paper III),

• exploit temporal dependency among consecutive frames to enhance the
overall detection performance (Paper IV),

• develop a semi-automatic annotation method to help clinicians speed up
labeling new data (Paper V),

• collect more clinical data from Oslo university hospital (OUS) if it turns
out more is needed for performance improvement (Paper VI),

• develop a real-time polyp detector with high accuracy using a combination
of public datasets and the collected data (Paper VI).

This study was performed on still images and videos captured by standard
colonoscopy. There is an advantage to using colonoscopy videos since the
performance of the proposed methods in identifying and tagging abnormalities
can be compared to the “gold standard” for colonic diagnosis as well as histology
correlate. Currently, there is no available public dataset of polyp images or
videos captured with WCE. Most commercial WCEs are presently limited to the
acquisition of still images, while some WCEs offer a higher frame rate ranging
from 2 to 30 FPS depending on the model and the operation [44]. WCE is
improving rapidly in terms of image quality, frame rate, power consumption, and
availability. The algorithms developed in the present work can then be further
improved and used for automatic review of videos of WCE thereby limiting the
excessive use of manpower required for manual reading.

1.5 Challenges

Automatic detection of colonic polyps is a challenging problem for many reasons.
There is a large inter-class variation in polyp appearances in terms of size,
shape, color, and texture (see Fig. 1.4). Besides, the scale and color of the
same polyp change with scope movement and light condition. The environment
of the inner lining of the colon (mucosa) is complex and there exist various
polyp-like structures mimicking real polyps (see Fig. 1.5). A large labeled
dataset of polyp images and videos is essential to develop an efficient model that
can detect all kinds of polyps. Currently, there is a lack of labeled images of
different polyps. This data shortage is considered one of the main obstacles to
improve the performance of computer-aided automatic polyp detection (CADe)
and segmentation [36,45–48]. Collecting medical data is difficult because 1) it is
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Figure 1.4: Polyp inter-class variation.6

Figure 1.5: Various polyp-like mimics.7

ethically sensitive information, and 2) it is not easy for computer scientists to
understand medical data, i.e., clinicians have to interpret and label the data.

1.6 Contributions and achievements

The thesis work resulted in six research papers: four peer-reviewed journals, one
peer-reviewed conference, and one under-review journal.

• Paper I adapted the region-based object detection scheme (Faster R-
CNN [49]) with state-of-the-art CNN architecture (Inception ResNet
V2 [50]) for polyp detection. It evaluated the effect of transfer learning
on performance improvement. Different augmentation methods were
investigated to overcome the intra-class polyp variations problem. The
paper proposed two post-learning schemes: 1) false positive (FP) learning
to decrease FPs caused by polyp-like structures in the colon, and 2) off-line
learning to increase TPs for off-line video analysis, especially for WCE
videos where the time delay might be of less importance.

6Own graphical work
7Own graphical work
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• Paper II presents a novel conditional generative adversarial network
(GAN) to increase the number of training samples by generating synthetic
polyp images. To generate more realistically looking polyps, a new
CNN architecture was developed for the generator by adapting dilated
convolutions in the encoding layers and image resizing with a convolution
strategy in the decoding layers. The study proposed a novel method to
obtain the conditioned input images by applying a Canny edge detector to
the input RGB (Red, Green, Blue) images combined with polyp masks.
The conditioned input images can easily be obtained from normal RGB
images without polyps for the inference time.

• Paper III tries to answer critical questions when a limited number of
samples are available for training. Mask R-CNN [51] was adapted for polyp
detection and segmentation to answer the following questions:

1. Can deeper and more complex feature extractors beat moderate ones
when there is a small amount of training data? To answer this
question, ResNet50 [52], ResNet101 [52] and Inception-ResNet-v2 [50]
were evaluated as the feature extractors for the proposed Mask R-CNN
framework.

2. Do we need a deeper and more complex CNN architecture to extract
higher and richer features or do we just need to build a better database
for training? To answer this question, more high-quality images of
unique polyps were added to the training data.

3. Can different CNN architectures extract different features from the
same training dataset? To answer this question, a novel ensemble
method was proposed to combine results from two Mask R-CNN
models with different CNN feature extractors.

• Paper IV describes a novel method to tackle CNN vulnerability to small
perturbations and noise. Due to colon complexity, specular highlights,
and changes in polyp appearances, CNNs might get "fooled" and miss
the same polyp appearing in a sequence of neighboring frames, producing
unstable output detection contaminated with a high number of FPs. In
this method, bidirectional temporal information is exploited to reduce FPs
and detect intra-frame missed polyps (increase TPs) in video sequences,
thus increasing the overall polyp detection performance in colonoscopy
videos. Most of the object detectors are developed for object detection in
still images without any mechanism to benefit from temporal dependencies
among consecutive frames as can be used for video analysis. The proposed
framework combines individual frame analysis and temporal video analysis
to help CNN-based detectors stabilize the output detection, making such
an approach more suitable for clinical usability.

• Paper V presents a semi-automatic annotation scheme to label colonoscopy
videos in a semi-surprising manner. More training data is essential for the
performance of deep learning approaches. To collect more labeled data,
expert endoscopists are needed to manually perform pixel-level annotation
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for colonoscopy videos. This manual annotation is difficult and time-
consuming. The proposed framework helps to reduce the time spent on
the unnecessary repeated work to annotate consecutive frames and thus
speed up the annotation process. The study proposes a CNN architecture
called MDeNet which can be trained on a few manually annotated frames
to automatically provide masks for the rest of the frames in a video. The
ground-truth masks provided by clinicians are used to monitor the output of
MDeNet. Elliptic Fourier descriptors are used to select only those generated
masks similar to the ground-truth masks. This framework has the potential
for other forms of medical image semi-automatic segmentation.

• To be able to use a model in operating rooms, a real-time detection system
with high accuracy is required. Paper VI presents a method for real-time
automatic polyp detection with better accuracy. In this study, we used
a single-shot feed-forward fully convolutional neural networks (F-CNN)
for polyp detection. These models are usually trained with binary masks
for object segmentation, however, we found out that 2D Gaussian masks
can be used instead to train these models for polyp detection for better
accuracy. The 2D Gaussian masks enable the models to 1) predict the
confidence values for the detection in a single shot manner without the
need for region of interest (ROI) proposals and 2) eliminate many FPs
with strong edges.

1.7 Authorship

Hemin Ali Qadir is the second author of Paper I and II, and the first author of
the rest four manuscripts. CRediT (Contributor Roles Taxonomy) criteria is
used to approximate contribution of the co-authors to each manuscript in Table
1.2.

Authors Individual Contribution to Paper I
Y. Shin Conceptualization, Methodology, Software, Validation, In-

vestigation, Writing - Original Draft
H. A. Qadir Conceptualization, Methodology, Software, Validation, Writ-

ing - Review & Editing
L. Aabakken Writing - Review & Editing
J. Bergsland Writing - Review & Editing
I. Balasingham Supervision, Writing - Review & Editing

Authors Individual Contribution to Paper II
Y. Shin Conceptualization, Methodology, Software, Validation, In-

vestigation, Writing - Original Draft
H. A. Qadir Methodology, Software, Validation, Writing - Review &

Editing
I. Balasingham Supervision, Writing - Review & Editing
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Authors Individual Contribution to Paper III
H. A. Qadir Conceptualization, Methodology, Software, Validation, In-

vestigation, Writing - Original Draft
Y. Shin Methodology, Validation, Writing - Review & Editing
J. Solhusvik Co-supervision, Writing - Review & Editing
J. Bergsland Writing - Review & Editing
L. Aabakken Writing - Review & Editing
I. Balasingham Supervision, Writing - Review & Editing

Authors Individual Contribution to Paper IV
H. A. Qadir Conceptualization, Methodology, Software, Validation, In-

vestigation, Writing - Original Draft
I. Balasingham Supervision, Writing - Review & Editing
J. Solhusvik Co-supervision, Writing - Review & Editing
J. Bergsland Writing - Review & Editing
L. Aabakken Writing - Review & Editing
Y. Shin Validation, Writing - Review & Editing

Authors Individual Contribution to Paper V
H. A. Qadir Conceptualization, Methodology, Software, Validation, In-

vestigation, Writing - Original Draft
J. Solhusvik Co-supervision, Writing - Review & Editing
J. Bergsland Writing - Review & Editing
L. Aabakken Writing - Review & Editing
I. Balasingham Supervision, Writing - Review & Editing

Authors Individual Contribution to Paper VI
H. A. Qadir Conceptualization, Methodology, Software, Validation, In-

vestigation, Writing - Original Draft
Y. Shin Validation, Writing - Review & Editing
J. Solhusvik Co-supervision, Writing - Review & Editing
J. Bergsland Writing - Review & Editing
L. Aabakken Writing - Review & Editing
I. Balasingham Supervision, Writing - Review & Editing

Table 1.2: Summery of authors’ contribution

1.8 Thesis outline

This Ph.D. thesis is written as a collection of articles. Six papers constitute
the research contribution of the thesis. Chapter one gives an introduction to
the problem this Ph.D. project aims to solve. It also summaries the challenges,

10



Thesis outline

achievements, and findings of this thesis. The next chapters are as follows:
• Chapter two gives an overview of the datasets and metrics used to train

and evaluate the proposed methods in all papers.
• Chapter three gives an overview of machine learning, deep learning,

generative adversarial learning, and transfer learning which are massively
involved in the context of this study.

• Chapter four presents an overview of the recent deep learning based
methods applied for automatic polyp detection and segmentation.

• Chapter five gives an overview of the research contributions. It also
summaries the methods proposed and the results obtained in each paper
separately. Moreover, it links the motivations behind the work toward
achieving the objectives of the thesis.

• Chapter six discusses the main findings and contributions of this thesis. It
also explains the limitations of the methods and the datasets.

• Chapter seven concludes the thesis and presents possible future work.
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Chapter 2

Datasets And Metrics

This chapter presents the general aspects of the datasets and metrics used
throughout this thesis to understand the performance evaluations of the proposed
methods presented in the next chapters.

2.1 Datasets

2.1.1 Public datasets

In this thesis, we used five publicly available datasets: three still image-based,
and two video-based. These datasets are used for various purposes such as model
training, testing and tuning hyper-parameters (validation).
ETIS-Larib [53] consists of 196 high definition (HD) frames extracted from 34
colonoscopy videos. The dataset comprises 44 unique polyps presented 208 times
in various scales and viewpoints. This means that there exists at least a polyp
in each frame, some frames contain 2 or 3 polyps. The resolution of the frames
is 1225x966 pixels.
CVC-ColonDB [25] contains 15 different polyps presented in different scales
and viewpoints in 300 standard definition (SD) images. All the images are
positive, meaning there exists at least a polyp in every frame. The resolution of
the images is 384x288 pixels.
CVC-ClinicDB [14] contains 612 SD frames extracted from 31 sequences, each
with a unique polyp (31 different polyp in total). The resolution of the frames is
384x288 pixels. There are no negative frames in this dataset.
ASU-Mayo Clinic [26] is a database of colonoscopy videos. It consists of
38 different and fully annotated videos. 20 videos are assigned for training
purposes while the rest of 18 videos are assigned for the testing phase. We
could only get access to the 20 training videos because the 18 testing videos are
copyrighted. The 20 training videos consist of 10 positive and 10 negative short
and long videos. In the 10 positive videos, there exist 5402 frames with a total
of 3866 polyp frames. In the 10 negative videos, there exist 13500 frames. The
database is meant to display maximum variation in colonoscopy procedures such
as different resolution, careful and fast examination strategies. Some frames
contain device information and biopsy instruments.
CVC-ClinicVideoDB [54] is a video-based database of 18 SD videos with
different polyps. It comprises 11954 frames, in which 10025 frames are positive.
The resolution of the frames is 268x576 pixels. This dataset is meant to display
maximum variations in terms of scale, location, and brightness. Similar to ASU-
Mayo Clinic, some frames contain device information, and biopsy instruments.
The aim is to make the dataset very useful for the over all system evaluation
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covering all different possible scenarios that a given support system would
face [54].

For all the datasets, ground-truth masks for polyp regions in all frames/images
are provided by skilled endoscopists from the corresponding associated clinical
institutions. The ground truth provided for ETIS-Larib, CVC-ColonDB, CVC-
ClinicDB, and ASU-Mayo Clinic is exact boundaries around the polyp pixels
(see Fig. 2.1), while the ground truth provided for CVC-ClinicVideoDB is an
approximation—an ellipse is drawn around the polyp regions. The masks are
binary images, in which white pixels correspond to polyp parts and black pixels
to the background.

2.1.2 Our dataset

We collected 24 videos from the gastrointestinal (GI) endoscopy laboratory at
Rikshospitalet in Oslo, Norway. The videos are recorded following a simple
protocol followed by the clinicians in their daily practice i.e., polyps are recorded
from different viewpoints using both white light (WL) and NBI modalities.
In WL endoscopy, white xenon light is used as the lighting source to capture
information from visible light wavelengths ranging from 450-700 nm [55, 56].
In the NBI modality, only two small wavelength bands are utilized to enhance
blood vessel structures on polyps surfaces [57]. The first wavelength band refers
to the blue spectrum ranging from 390-445nm, whereas the second band refers
to the green spectrum ranging from 530-550nm. The rate of light absorption by
hemoglobin is at its highest for these two ranges of wavelengths (see Fig. A.1).
Fig. 2.2 shows a frame in each mode for all 24 videos. As can be seen, the NBI
modality exhibits the blood vessel structures on the colon wall and the polyp
more precisely.

Table 2.1 presents the key data of the collected dataset: mode, number of
frames in each mode, polyp shape based on Paris classification, and polyp type
based on NICE classification. The dataset includes 9 hyperplastic lesions and
15 adenomas. These statistics were provided by two expert clinicians. The
resolution of the frames differs among the collected videos, i.e., the videos either
have frames with 720x576 or 1920x1072 pixels.

We found that manually annotating video frames by expert endoscopists
would take a massive amount of time, thus making the realization of the dataset
very difficult. Therefore, we requested annonation of a small number of frames
in each video instead of labeling the entire frames. In paper V, we present a
semi-automatic framework that can learn from the manually annotated frames to
finish the annotation of the rest of the frames in each video in a semi-supervised
manner. The ground-truth images generated by our framework is reviewed and
corrected by skilled endoscopists. Fig. 2.3 shows a frame in both WL and NBI
mode with their corresponding ground-truth images from each video. In each
frame, the polyp is bounded by a blue box indicating the location of the region
with the polyp in it.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Figure 2.1: Polyp samples from the datasets.
Two samples from each database are shown with their corresponding

ground-truth: (a) and (b) samples from ETIS-Larib, (c) and (d) samples from
CVC-ColonDB, (e) and (f) samples from CVC-ClinicDB, (g) and (h) samples

from ASU-Mayo Clinic, (i) and (j) samples from CVC-ClinicVideoDB

2.2 Evaluation metrics

The performance evaluation should be quantitative. It should report how many
polyps are detected correctly, how many of them are missed, and how many
false alarms are produced. There are different types of performance metrics:
detection-based metrics, and segmentation-based metrics. In the context of this
study, we use common evaluation metrics of object detection and segmentation
to assess the performance of the proposed methods.
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(a) white light endoscopy image (b) NBI endoscopy image

Figure 2.2: An image with a polyp shown in both WL and NBI modes.

Video Mode NBI Frames White Frames Shape* Type+

1 NBI, White 490 669 0-Is 2
2 NBI, White 540 805 0-IIa 1
3 NBI, White 291 1029 0-Ip 2
4 NBI, White 400 1256 0-Is 2
5 NBI, White 1209 198 0-IIa 2
6 NBI, White 359 705 0-Is 2
7 NBI, White 667 411 0-IIa 1
8 NBI, White 2450 273 0-Is 2
9 NBI, White 1080 1884 0-Is 2
10 NBI, White 374 1115 0-Is 2
11 NBI, White 866 706 0-Is 2
12 NBI, White 674 412 0-IIa 1
13 NBI, White 634 264 0-IIa 1
14 NBI, White 301 659 0-Is 1
15 NBI, White 213 388 0-Is 1
16 NBI, White 737 131 0-Is 2
17 NBI, White 87 698 0-IIa 1
18 NBI, White 252 660 0-Is 2
19 NBI, White 923 0 0-IIa 1
20 NBI, White 204 396 0-Is 1
21 NBI, White 124 2790 0-Is 2
22 NBI, White 45 1418 0-Is 2
23 NBI, White 330 0 0-Is 2
24 NBI, White 385 747 0-Is 2

*: Paris classification
+: NICE classification

Table 2.1: Database description.
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video 1 video 2 video 3

video 4 video 5 video 6

video 7 video 8 video 9

video 10 video 11 video 12

video 13 video 14 video 15

Figure 2.3: Our dataset
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video 16 video 17 video 18

RGB not available

video 19 video 20 video 21

RGB not available

video 22 video 23 video 24

Figure 2.3: Our dataset (cont.)

2.2.1 Evaluation metrics for polyp detection

The output of the polyp detection models is four coordinates (x, y,w,h) of the
detected rectangular bounding boxes. The term “polyp detection” is defined as
the process of finding the polyp location within a given frame. To assess the
performance, the following parameters are introduced as follows:
Confidence score: It is the probability that a bounding box contains a polyp.
True Positive (TP): True detection, the centroid of the detected bounding
box falls within the polyp boundary and the confidence score > threshold value.
In the case of multiple bounding boxes within the same polyp boundary, only
one TP is counted.
True Negative (TN): True detection, no output detection for negative frames
(frames without polyps).
False Positive (FP): False detection, the centroid of the detected bounding
box falls outside the polyp boundary and the confidence score > threshold value.
There can be more than one FP per frame.
False Negative (FN): False detection, the polyp is missed in a positive frame
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(a frame with polyp), and/or the confidence score < threshold value.
These parameters are used to calculate the following metrics to precisely evaluate
the performance:
Sensitivity: It is also called True Positive Rate (TPR) and Recall. It measures
the fraction of polyps that were correctly detected among all the polyps that
should have been detected,

Sensitivity (Sen) = TP

TP + FN
× 100. (2.1)

Precision: It measures the fraction of detected polyps that are correct,

Precision (Pre) = TP

TP + FP
× 100. (2.2)

Specificity: It is also called True Negative Rate (TNR). It measures the
proportion of correct negative responses given the total number of actual negative
samples,

Specificity (Spec) = TN

TN + FP
× 100. (2.3)

F1-score: It measures an estimate of the accuracy of the system under test. It
can be used to consider the balance between sensitivity and precision,

F1− score (F1) = 2× Sensitivity × Precision
Sensitivity + Precision

× 100. (2.4)

2.2.2 Evaluation metrics for polyp segmentation

The output of the polyp segmentation models is a binary mask image of the same
size as the input image. White pixels in the output masks correspond to polyp
pixels in the input image while the black pixels correspond to the background. To
qualitatively evaluate the performance, the Jaccard index and Dice score are the
most two commonly used metrics that compute the overlap percentage between
the predicated masks and the ground-truth masks. Jaccard index, which is also
known as intersection over union (IoU), computes the intersection of predicted
masks, A, and ground-truth masks, B, divided by the size of their union,

J(A,B) = | A ∩B |
| A ∪B |

= | A ∩B |
| A | + | B | − | A ∩B | . (2.5)

Similarly, Dice computes the intersection of predicted masks, A, and ground-truth
masks, B, divided by the average size of A and B,

Dice(A,B) = 2 | A ∩B |
| A | + | B | . (2.6)
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Chapter 3

Artificial Intelligence for Polyp
Detection and Segmentation

This chapter gives an overview of machine learning, deep learning, generative
adversarial learning, and transfer learning which are massively involved in the
context of this study.

3.1 Artificial Intelligence

Artificial intelligence (AI) can be defined as a set of technologies that allow
machines to simulate cognitive ability associated with human intelligence such
as learning, reasoning, and problem-solving [58]. AI research in medicine is
growing rapidly due to the improvements in computer hardware and software
applications in medicine [59]. AI is seen as a futuristic solution to analyze and
digitize massive amounts of health-related data generated [59]

In the past decade, AI technologies, especially deep learning and CNN
(discussed in Section 3.3 and Section 3.4), have been very successful for advances
seen in computer vision, speech recognition, and natural language processing [60].
AI has the potential to automate many tasks that require human intervention,
including tasks in medicine, for example, colon polyp detection and segmentation.
It has already been applied to analyze a diverse array of health, clinical,
behavioral, drug data, etc [61]. It can be a promising tool to help clinicians
understand and analyze patients’ diseases with better sensitivity and specificity,
including conditions associated with the GI tract.

3.2 Machine learning

Machine learning (ML) is a crucial branch of AI that uses statistical techniques to
learn complicated functions from examples and experiences on observed data [62].
ML systems allow us to accomplish complex tasks by learning from data, rather
than following a set of rules pre-programmed in a fixed manner. Learning itself
is a process of searching for the best hypothesis through a space of possible
hypotheses. The chosen hypothesis should perform well not only on training
data but also on previously unseen examples [58]. Conventional ML techniques
have limited abilities to process natural data in raw form [63]. For decades,
considerable domain expertise was required to design careful feature engineering.
In other words, a feature extractor had to transform the raw data (e.g pixel
values of an image) into a suitable internal representation or feature vector for a
classifier to be able to detect or classify patterns in the input [63]. Based on how
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learning is done, ML can generally be classified into three categories: supervised
learning, unsupervised learning, reinforcement learning.

3.2.1 Supervised learning

In supervised learning, a training set Ωtrain, which comprises m examples of the
inputs x along with their corresponding desired outputs y, is given,

Ωtrain = {(x1, y1), (x2, y2), ........, (xm, ym)}. (3.1)

The goal is to find a useful model f(x) that underlies the predictive relationship
between x and y,

f(x) = ŷ ≈ y, ∀(x, y) ∈ Ωtrain. (3.2)

The obtained model f(x) has to generalize well to unseen examples,

f(x) = ŷ ≈ y, ∀(x, y) ∈ Ωtest, (3.3)

where Ωtest is a set of relevant unseen examples.
The focus of this study is on supervised learning to achieve the objectives.

We need training data labeled by expert endoscopists to learn a model. Once
trained the model should be able to perform (simulate) the labeling task in a
fully automatic manner. Over the last few decades, hand-craft features such as
edges, shape, color wavelet, texture, Haar, histogram of oriented gradients (HoG)
and local binary pattern (LBP) were computed to train traditional classifiers (e.g.
support vector machine, SVM) to automatically detect colon polyps [14,20–26].
However, these feature patterns are frequently similar in polyp and polyp-like
normal structures, resulting in decreased performance.

3.2.2 Unsupervised learning

In unsupervised learning, the training set Ωtrain comprises m examples of the
inputs x without being labeled,

Ωtrain = {(x1), (x2), ........, (xm)}. (3.4)

The goal is to find the underlying structure of the data points in the dataset.
Two of the main applications of unsupervised learning are clustering analysis
and dimensionality reduction. Clustering analysis is used to find groups in
a dataset by exploiting similarity between the data points. Dimensionality
reduction involves summarizing the distribution of data, i.e., it tries to reduce
the complexity of the data while maintaining as much of the relevant structure
as possible.
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3.2.3 Reinforcement learning

In reinforcement learning, there is an agent that can learn from previous
experiences gained by interacting with an environment. The goal is to maximize
some notion of cumulative reward. Reinforcement learning is typically modeled
as a Markov decision process which is a tuple M = (S,A,P ,R, γ) where,
S is a finite a set of environment and agent states,
A is a finite set of actions of the agent,
P is the transition probability matrix from state s to state s′ under action a,
P (s, s′) = P(st+1 = s′|st = s, at = a),
R is the reward, R(s, a) = E[st = s, at = a],
and γ is a discount factor, γ ∈ [0, 1].

3.3 Deep learning

We will first define representation learning before exploring deep learning.
Representation learning is a set of methods that gives power to machine learning
algorithms to automatically discover representations from raw data without
the need for feature engineering [63]. Deep learning is a method of multiple
iterations of representation learning. A deep learning network composes of
multiple non-linear processing layers (see Fig. 3.1) to learn hierarchical levels of
representation. Each layer transforms the representation at one level (starting
with the raw input, e.g. an image) into a representation at higher, slightly more
abstract level [63].

Deep neural networks (DNNs) consist of tens or hundreds of thousands of
neurons (also called units or nodes) organized into distinct layers rather than
amorphous connection, as shown in Fig. 3.1. For DNNs, the most common layer
type is the fully-connected (FC) layer in which neurons between two adjacent
layers are fully pairwise connected, but neurons within a single layer share no
connections. Each neuron computes its output by first applying a linear operation
(a dot product) on its inputs coming either from the raw data (e.g. image pixels)
or outputs of the neurons in previous layers. For example, neuron 10 in layer 8
first computes z8

10 =
∑n7

j=1 w
8
j10a

7
j + b8

10, which is a weighted sum of the outputs
of the neurons in layer 7 (a7

j ), where n7 is the number of neurons in layer 7, and w
and b are learnable internal parameters in layer 8. To introduce non-linearity, an
activation function g is applied on z to learn non-linear input-output mappings.
Generally speaking, every neuron in a DNN is formulated based on the following
equation:

alk = g(zlk) = g

(
n[l−1]∑
j=1

wljka
[l−1]
j + b

[l]
k

)
,

k ∈ {1, 2, 3, 4, ......},
l ∈ {1, 2, 3, ......L},

(3.5)
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Figure 3.1: A deep learning based network.2

where,
g: activation function,
l: layer number,
L: total layers in the network,
n[l]: number of neurons in layer l,
w: learnable parameters,
b: neuron bias,
z: linear combination of activation in the previous layer,
a[l]: node output after activation in layer l,
a[L] = ŷ: predict output vector,
a[0] = x: input vector,
Subscript j or jk: element in vector, or matrix.
Without g, the DNN becomes a linear mapping from input to output. g enables
the DNN to become universal function approximators. In theory, g can be any

2Own graphical work
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function that is non-linear and differentiable. It has to be differentiable because
gradient-based optimization is used to update w and b during training. There
are several well-know activation functions such as:

• sigmoid, σ(x) = 1/(1+e−x), it has two big problems–it is not zero centered,
and it has vanishing gradient problem due to the flat slopes on both sides
of the function

• tanh, tanh(x) = (ex − e−x)/(ex + e−x), it is zero centered, but still suffers
from vanishing gradient.

• rectified linear unit, ReLU, f(x) = max(0,x), it is currently the most
popular choice due to fast convergence. However, we may have dead
neurons because of the negative side of the function.

• Leaky ReLU, f(x) = 1(x < 0)(αx) + 1(x >= 0)(x), where α is a small
constant, it is an attempt to solve "Dying ReLU" problem.

• etc.

Usually, DNNs are used to solve supervised machine learning problems, e.g.,
image classification, object detection, and segmentation. During training, the
networks are exposed to labeled data and forced to predict correct outputs in
form of a vector of scores, once for each category, in which the desired category
should have the highest score. However, this is unlikely to happen before training.
An objective function is used to measure the error between the output scores
and the desired pattern of scores [63]. If cross-entropy loss is used to calculate
the difference between predicted output ŷ and desired output y, the objective
function is then:

J(yi, ŷi) = − 1
m

m∑
i=1

ny∑
k=1

yik log ŷ
i
k (3.6)

This objective function is averaged over all the training samples, m. It can
be seen as a kind of hilly landscape in the high-dimensional space of weight
values. The negative gradient of J with respect to the parameters, θ → (w, b),
indicates the direction of steepest descent in this landscape, taking it closer
to a minimum, where the output error is low on average [63]. Because of the
memory restriction, we train the network recursively—a smaller number of
training samples (a minibatch) is used in each epoch. The network then updates
its parameters θ, to reduce this error in every epoch as follows,

θ ← θ − λ∂J
∂θ

(3.7)

where λ is step size called learning rate. This is the simplest, most native,
gradient-based optimization method called stochastic gradient decent (SGD).
There are several other optimization methods available in the literature such as,
gradient decent with momentum [64], Nesterov momentum [65], AdaGrad [66],
RMSprop [67], and ADAM [68].
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3.4 Convolutional neural networks (CNNs)

Convolutional neural networks (CNNs) are central to deep learning, most
commonly applied for analyzing visual imagery. They are very similar to ordinary
DNNs explained in Section 3.3, except that neurons are arranged in 3 dimensions:
width, height, depth. CNNs take advantage of the fact that the inputs are images
allowing us to encode certain properties into the architecture and vastly reduce
the number of trainable parameters, making the forward function more efficient
to implement [69]. A typical CNN model for image classification consists of
a series of different layers: including convolutional (CONV), ReLU, Pooling,
and FC layers ordered as [INPUT - CONV - RELU - POOL - FC]. In this
way, CNNs transform the input image from the original pixel values to the
final class probabilistic scores. The RELU/POOL layers will implement a fixed
function, meaning they do not have learnable parameters. On the other hand, the
CONV/FC layers implement transformations that are a function of not only the
feature maps of the layer before, but also of the parameters, θ → (w, b). These
parameters will be trained with gradient descent so that the class probabilistic
scores computed by the CNN model are consistent with the ground-truth in the
training set for each image [69]. Fig. 3.2 shows a complete flow of a simple CNN
model that can be used to classify a colonoscopy image into a positive image
(with polyp) or negative image (without polyp). The model consists of 2 CONV
layers, 2 POOL layers, and 1 FC layer.

Figure 3.2: A simple CNN model for colonoscopy image classification.3

We now briefly describe CONV layers and POOL layers:

3Own graphical work
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CONV layers

Every CONV layer consists of a set of filters with trainable parameters. During
the forward pass, each filter is convolved across the width and height of the
input volume and computes dot products between its entries and the input at
any position. This process produces a 2D feature map (activation map) that
gives the responses of that filter at every spatial position. Intuitively, the filters
will learn to get activated for diffident types of visual features such as an edge of
some orientation or a blotch of some color on the first layer, or eventually very
specific distinguishable patterns on higher layers. In the end, there will be an
entire set of filters in each CONV layer (e.g. 32 filters), and each of them will
produce a unique 2D activation map. In Fig. 3.2, the grayscale image shown on
the top-right corner contains a bunch of activation maps equal to the number
of filters at CONV layer 2. Each activation map shows what particular feature
each filter is interested in.

Pooling layers

It is common to periodically insert a POOL layer in-between successive
CONV layers. Its task is to progressively downsample the spatial size of the
representations to reduce the number of parameters and computation in the
network. A POOL layer is independently is applied to every depth slice of the
input. The MAX operation is the most common form of POOL layer with filters
of size 2x2 and a stride of 2, discarding 75% of the activations. Note that the
depth dimension remains unchanged in this process. There are other types of
operations such as average pooling and sum pooling.

Our inspiration to investigate CNNs for polyp detection and segmentation
in colonoscopy imagery was the recent success of deep CNNs on natural image
classification [52, 70–72]. Deep CNNs have also been shown to be very powerful
for medical image analysis tasks such as segmentation of neuronal structures
in electron microscopic stacks [73], skin lesion classification [74], retinal vessel
segmentation [75], pulmonary nodules detection in PET/CT images [76], etc.
This has inspired researchers [77] including us to investigate CNNs on colonoscopy
imagery.

3.4.1 Popular CNN Architectures

Residual Networks

Residual learning is proposed by Kaiming He et al. [52] to address the degradation
problem associated with deeper networks. Deeper networks are crucial for
performance improvement, with which higher levels of features can be extracted
by adding more stacked layers [52]. However, training a deeper network with
more layers becomes problematic due to vanishing or exploding gradients problem.
In residual learning, there are skip connections to prevent gradients from
vanishing/exploding during training. The skip connection enables to have
deeper networks and benefit from rich features, and thus better performance
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3. Artificial Intelligence for Polyp Detection and Segmentation

can be achieved. Fig. 3.3 shows how skip connection is formed and solves the
problem of vanishing and exploding gradients. The output is a combination of x
and f(x)

h(x) = f(x) + x, (3.8)

the weight layers learns a kind of residual mapping

f(x) = h(x)− x, (3.9)

that means there is always the identity (x) to transfer back to earlier layers,
even if there is vanishing gradients.

There are many variants of ResNets each having different number of layers
such as ResNet34, ResNet50, ResNet101, and ResNet150 [52]. The numbers
at the end of the names show how many layers each model has. In this thesis,
we intensively rely on ResNet models as the backbone network to extract rich
features for our polyp detection segmentation models.

Figure 3.3: A building block of residual network.4

Inception ResNets

Inception architecture was proposed by C. Szegedy et al. in [71] to allow for
increasing the depth and width of the network for better performance at a
relatively low computational cost. The inception module tries to create a sparse
structure using dense components of convolutional layers as shown in Fig. 3.4. C.
Szegedy et al. in [50] showed that training of inception networks can significantly
be accelerated with residual connections. They also presented that residual
inception networks could outperform counterpart inception networks without
residual connections. Inception-ResNet-v2 (see Fig. 15 in [50]) is a powerful CNN
architecture which combines the benefits from both inception v4 architecture (see
Fig. 9 in [50]) and residual connections in a single network. This network has
outperformed its variants (Inception-v3, Inception-ResNet-v1 and Inception-v4)
on ImageNet validation dataset for classification.

4Own graphical work

28



Generative adversarial networks (GANs)

Figure 3.4: Inception module5

VGG Networks

VGG networks (VGGNets) proposed by K. Simonyan et al. [72] got second place
in ILSVRC 2014. They showed that the depth of a network is a critical component
for better performance. VGGNets have an extremely homogeneous architecture
that only performs 3x3 convolutions and 2x2 pooling from the beginning to
the end. The downside of VGGNets is that they are more memory expensive
due to the massive number of parameters. However, most of these parameters
are in the first FC layers, and it was found that they can be removed without
performance downgrade, thus significantly reducing the number of necessary
parameters. VGG16 was their final best network containing 16 CONV/FC layers.
There are other variants such as VGG11 and VGG19.

U-Net

The U-Net was developed for biomedical image segmentation by O. Ronneberger
et al. [73]. The architecture contains two paths: contraction path (the encoder)
which is used to capture the context in the image, and symmetric expanding path
(the decoder) which is used to enable localization using transposed convolutions.
The encoder is just a traditional stack of convolutional and max-pooling layers,
i.e. it can be VGGNets or ResNets. Skip connections are used to concatenate the
output of every step of the decoder with the activation maps from the encoder
at the same level. This concatenation helps to get more precise locations. Thus,
U-Net is an end-to-end fully convolutional network (FCN), i.e. it only contains
CONV layers without any FC layer at the end.

3.5 Generative adversarial networks (GANs)

Generative modeling is an approach to learn to generate new data with the same
statistics as the training set. For example, a GAN trained on polyp images can

5Reprinted from [71], by C. Szegedy et al.
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generate new synthetic polyp images that have many realistic characteristics and
look superficially authentic to human observers. GANs are the most common
generative modeling approach, which is based on differentiable generator networks
and a game-theoretic scenario in which the generator network must compete
against an adversary [62].

A GAN typically consists of two networks: a generator, G, and a discriminator,
D (see Fig. 3.5). G tries to fool D by producing real-looking examples (fake)
from sample z drawn from a simple prior distribution pz(z),

G : z 7→ G(z; θG), (3.10)

where θG is the parameters of G. D tries to distinguish between samples drawn
from the training data (real) and samples generated by G,

D : x 7→ D(x; θD), (3.11)

where x is a real or fake sample, θD is the parameters of D.

Figure 3.5: A typical GAN model6

G is a differentiable function. The output x = G(z; θG) is sampled from
probability distribution of pmodel. When G is trained on data distribution of
pdata, it tries to bring pmodel close to pdata (pmodel ≈ pdata). G and D are
two distinct networks with distinct cost functions. D has an associated loss
JD(θD; θG), depending on both θD and θG, but can only control θD. Similarly,
G has an associated loss JG(θD; θG), depending on both θD and θG, but can
only control θG. A zero-sum game is the simplest way to train GANs, in which
a function V (θD, θG) determines the payoff of D, and −V (θD, θG) determines
the payoff of G. During training, each player tries to maximize its payoff,

(θ∗D, θ∗D, ) = argmin
θG

max
θD

V (θD, θG). (3.12)

6Own graphical work
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In other words, G is trained to minimize the probability that the discriminator
classifies its generated examples as fake whereas discriminator is trained to
maximize the probability of assigning the correct label to real and fake samples.
The default choice for V (θD, θG) is,

V (θD, θG) = Ex∼pdata
logD(x) + Ex∼pmodel

log(1−D(x)). (3.13)

3.5.1 Conditional GANs (CGANs)

GANs can be extended to a conditional model if both D and G receive some
additional conditioning input information y, [78]. y could be the class, mask or
data from other modalities. y is fed into both D and G as the additional input
layer. Fig 5.1 illustrates the structure of a simple CGAN. In G, the prior input z
is combined with y in a joint hidden representation, G : z|y 7→ G(z|y; θG). The
composition of this hidden representation can be flexible due to the flexibility
of the adversarial training [78]. In D, x and y are presented as inputs to a
discriminative function, D : x|y 7→ D(x|y; θD). The cost function of the two
players in the min max game would be as,

min
θG

max
θD

V (θD, θG) = Ex∼pdata
logD(x|y) + Ex∼pmodel

log(1−D(x|y)). (3.14)

Figure 3.6: A typical conditional GAN model7

3.6 Data augmentation

It is a generally accepted notion that more data for training is the key to improve
the generalization ability of deep learning models and avoid overfitting [79].

7Own graphical work
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Generalization refers to the performance differences of a model when evaluated
on training data vs. unseen data (test set). Overfitting is a phenomenon when a
model leans a function that can perfectly fit the training data. Collecting an
enormous amount of data can be challenging, especially creating big medical
image datasets due to patient privacy, the rarity of diseases, the requirement
of medical experts for labeling [80]. Data augmentation, which is a data-space
solution, is a very effective technique to enlarge the size and quality of training
data. Data augmentation artificially increases the number of data points by
manipulating the original data such that their label is preserved. This process
is done under the assumption that more information can be collected from the
training samples. The augmented data can represent a more comprehensive set
of possible data points, and thereby reduce the distance between the training
and any future testing sets. For images, there are different methods such as
image rotation, scaling, flipping, cropping & resizing, shearing, brightening and
darkening, etc. to enlarge the training samples. These augmentation strategies
can particularly help deep learning models to overcome issues of viewpoint,
lighting, occlusion, background, scale, etc.

For colonoscopy applications, one must consider real scenarios that may
simulate different scene variations in colonoscopy videos before applying any
augmentation strategies. In real colonoscopy recordings, polyps appear in
large inter-class variations such as colors, scales, positions, and viewpoints
due to camera movement and lighting conditions. Therefore, we apply image
augmentation methods considering these factors to overcome the issues related
to generalization, overfitting, and appearance variations to enhance the overall
performance of deep learning models.

3.7 Transfer learning

Data Augmentation is not the only method that has been developed to reduce
overfitting. Image augmentation can improve image-level transformation through
depth and scale without enhancing the data distribution. When a small amount
of data is available for training, using only the augmentation methods cannot
guarantee generalization ability and prevention of overfitting. Transfer learning
is another interesting technique to overcome these issues. Transfer learning refers
to the situation where the knowledge gained in one setting can be exploited to
improve generalization in a different but related setting [81,82]. For example,
the weights of a CNN model pre-trained on a large image dataset such as
ImageNet [83] can be used as the initial weights in a new image recognition task.
The reason that transfer learning is effective for image applications is that many
image datasets share low-level spatial characteristics that can be better learned
with big data [80].

N. Tajbakhsh et al [32] showed that the weights of a pre-trained CNN learned
from other image domains, such as natural images, can be transferred for medical
image domain. This is particularly useful to overcome the lack of training data
in medical applications. They demonstrated that this way of fine-tuning can
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outperform the training from scratch. This finding has encouraged us to apply
transfer learning intensively throughout this thesis work. We usually pre-train a
CNN network on Microsoft’s COCO (Common Objects in Context) dataset [84]
or ImageNet before applying it for polyp detection and segmentation tasks.

3.8 Synthetic data generation

GAN models discussed in Section 3.5 can create artificial instances (new training
samples) with similar characteristics of the training dataset once the generator
network succeeds to overcome the discriminator network. Bowles et al. [85]
demonstrated that GAN models can be used to “unlock” additional information
from a dataset. This finding motivated other researchers to apply GANs for the
task of data augmentation to increase the number of training samples resulting
in better performing models [80]. GANs are mostly applied to create synthetic
biomedical images because of the lack of training samples [86]. Several studies
such as [87] and [88] have shown improved classification performance for liver
lesions and breast cancer, respectively, by enriching the training dataset with
samples generated by GAN models. Conditional GANs can create even more
realistic samples because the generator network is guided by the conditional
inputs to prevent “model collapse” and problems related to the anatomy and
structure of the generated images. Model collapse is a phenomenon where the
generator tends to generate very similar examples.

Image augmentation may have a limited effect on polyp detection performance
improvement due to the large variation of polyps in terms of shape, scale, color,
etc. Image augmentation cannot change the characteristics of the polyps and
their harmony with the background in the training dataset. Nevertheless, if a
GAN model is well trained, it can be used to generate synthetic polyps from
negative images which have benefits of being relatively easy to collect.

3.9 Data acquisitions and annotations

The performance improvement by data augmentation and GAN-generated
synthetic data is limited [89] because both techniques can only manipulate the
existing features to create new samples without improving the data distribution
[90]. Unique features, which can be extracted from new real samples, are
essential to enhance the data distribution and increase diversity. Wang et
al. [90] demonstrated that more real data is better than more synthetic data.
This motivated us to collect more data from the GI endoscopy laboratory at
Rikshospitalet in OUS, as explained in Section 2.1.2.

33





Chapter 4

Recent CNN-based Methods for
Polyp Detection and Segmentation

This chapter summarizes in tables the related CNN-based methods proposed for
polyp detection and segmentation published over the last decade. It gives an
overview of the used CNN architectures, the amount of data used for training
and testing, and the obtained results.

4.1 Overview

An CNN-based automatic polyp detection system should act as a ‘second observer’
of the screen in real-time, potentially providing a performance level similar to that
of an expert endoscopist. This concept has been the subject of research in the
computer science and engineering fields for over a decade [91]. Early work focused
on classical computer vision techniques, requiring human researchers to design
meaningful image features, which could be used to develop a prediction algorithm
to detect polyps. Such techniques were guided by hand-crafted features to develop
automatic polyp detection [14,20–26]. In [20–24], color wavelet, texture, Haar,
histogram of oriented gradients, and local binary pattern were investigated to
differentiate polyps from normal mucosa. Hwang et al. [24] assumed that polyps
have an elliptical shape that distinguishes polyps from non-polyp regions. Bernal
et al. [14, 25] used valley information based on polyp appearance to segment
potential regions by watersheds followed by region merging and classification.
Tajbakhsh et al. [26] used edge shape and context information to accumulate
votes for polyp regions. These feature patterns are frequently similar in polyp
and polyp-like normal structures, resulting in decreased performance.

An important initiative, called ‘Automatic Polyp Detection Sub-challenge’,
was led by a group of researchers at the International Medical Image Computing
and Computer-Assisted Intervention (MICCAI) conference in 2015 [77]. Such
competitions allow for comparing different computer vision methods submitted
by international groups applying their methods to standardized datasets and
performance metrics. Results from this competition were published and revealed
that deep-learning methods using CNNs offered the best performance. Since
then, there has been a dramatic increase in the number of publications related to
the application of CNN techniques for polyp detection and segmentation [27–36].
This rise is due to a combination of factors, including advances in algorithm
development, enhanced computational power, and the availability of annotated
endoscopic imaging datasets which has been facilitated primarily by increasing
the interest of clinicians in deep learning technology.
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4.2 CNN-based methods for polyp detection

In the context of this thesis, the term "polyp detection" is used as the ability
of a model to provide the location of the polyp within a given image, i.e. the
model should classify the input image as "polyp" or "non-polyp" and draw a
bounding box around the polyp region within the input image (See Fig. 4.1). To
reduce polyp miss-rate during a colonoscopy procedure, only drawing a bounding
box around the polyp regions in the colonoscopy frames would be sufficient for
endoscopists. This reason has made the polyp detection task more attractive to
the research community than other tasks.

Object detection is one of the hottest fields of research due to its wide range
of applications. At present, deep learning networks, especially CNN models, are
the backbone of the state-of-the-art object detectors and have greatly improved
the detection performance. Existing image object detectors can be divided into
two categories: 1) two-stage detector, such as R-CNN [92], Fast R-CNN [93],
Faster R-CNN [49], Mask R-CNN [51]; 2) one-stage detector, such as YOLO [94],
YOLOv2 [95], YOLOv3 [96], SSD [97], DSSD [98], RetinaNet [99]. Two-stage
detectors have high detection accuracy, whereas the one-stage detectors achieve
high inference speed. These detectors have also been investigated and adapted
for medical applications [100–102]

Over the last decade, automatic polyp detection using deep learning method
has been attracting increasing amounts of attention. Polyp detection is a
challenging task due to the large variation of polyps in terms of shape, texture,
size, and color, and the existence of various polyp-like mimics. The lack of
training samples is another major obstacle in performance improvement. Different
methods have been proposed to solve these problems and deliver the height
detection performance. Table 4.1 gives an overview of the recent automatic
polyp detection methods that utilize the power of deep learning to improve the
ability of endoscopists to reduce polyp miss-rate during colonoscopy. In Table
4.2, we present several recent studies where deep learning for polyp detection
has been evaluated in clinical settings, and its performance has been compared
with endoscopists.

(a) the input image (b) the desired output

Figure 4.1: An example explaining polyp detection task.
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CNN-based methods for polyp segmentation

4.3 CNN-based methods for polyp segmentation

Polyp segmentation task consists of developing an automatic system which can
accurately segment out (detect) all the pixels belonging to the polyp regions in
the input images/frames (See Fig. 4.2). The output of a segmentation model
has the same resolution of the input image. The aim is to cover as much polyp
content as possible to help posterior processing stages.

The most recent successful CNN models developed for image segmentation
include: FCNs [124], U-Net [73], Mask RCNN [51], DeepLab [125], SegNet [104],
DeconvNet [126], etc. U-Net is the most widely used architecture applied for
medical image segmentation because it can be trained with very few training
images and yields more precise segmentations [73]. U-Net has been successfully
applied to other research fields (e.g. synthetic image generation [127]). The
other models have also been applied for medical image segmentation for different
medical applications [100–102].

In the recent years, the polyp research community has been involved in
the study of automatic polyp segmentation and put forward various CNN-
based methods. Many researchers have adapted, modified, and improved the
aforementioned successful CNN architectures for polyp segmentation tasks
[27, 29,128–138,138–140]. Table 4.3 summaries the recent CNN-based methods
developed for polyp segmentation and reports the obtained results by each
method.

(a) the input image (b) the desired output

Figure 4.2: An example explaining polyp segmentation task.
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4. Recent CNN-based Methods for Polyp Detection and Segmentation
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Chapter 5

Research Summary

This section will give an overview of all the papers included in this thesis,
highlight our contributions, and summarize the results. Readers should refer to
the full papers for further details.

5.1 Photoplethysmography Signal Analysis For Polyp
Regions (Fail Trial)

Previous studies have shown that one of the important features in the development
of CRC is angiogenesis [147]—a process through which new blood vessels are
formed from pre-existing vessels [148]. It has been demonstrated that cancerous
and pre-cancerous lesions (e.g. polyps) appear in different perfusion patterns
compared to the surroundings [149]. These findings motivated us to investigate
photoplethysmography (PPG) signal analysis to distinguish between normal
and suspicious regions. In colonoscopy, PPG signals can be calculated from
the fluctuations in the light absorption rate caused by variations in blood
concentration in the innermost layer of the colon. In the extracted PPG signals,
the light absorption rate for polyp regions should be higher than the surroundings
because polyp regions appear with more perfusion patterns.

We developed a method consisting of several steps to analyze the surface of
colonic tissues from colonoscopy videos using PPG signal analysis. First, some
artifacts such as specular light reflections and the ghost colors were removed. PPG
signals were calculated from a region of interest, and a blind source separation
was applied to estimate maximally independent additive sub-components. The
amount of light absorption rate in the region of interest can be obtained in the
frequency domain after removing the DC component and applying an FFT to
the independent signals (For details, readers are referred to Appendix A).

We used our dataset to evaluate the proposed method. PPG signals for polyp
and healthy regions in different color spaces were analyzed. In the frequency
domain of the signals, the frequency with the highest amplitude was selected
as the heart rate and its magnitude was considered as the light absorption rate.
At the heart rate frequency, the amount of light absorbed by healthy tissues
should be less than polyp regions in the same video because healthy tissues
are assumed to have fewer perfusion patterns. However, in our experiments
we obtained opposite results in some cases, i.e. a higher light absorption rate
was obtained for healthy tissues. We could not obtain meaningful results for
most of the videos due to their length being too short. In some videos, there
was only one peak in the frequency spectrum, however, it was difficult to set a
threshold value for the absorption rate to distinguish polyp and healthy regions.
The magnitude of the peaks changed from one video to another, depending on
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5. Research Summary

many factors such as the lighting conditions, distance to the scope, movement of
the scope, etc. In some other videos, there were more than a peak and it was
difficult to find the heart rate. These findings have concluded that the proposed
method is impractical for distinguishing polyp regions from healthy tissues.

5.2 Paper I

Automatic Colon Polyp Detection Using Region-Based Deep CNN
and Post Learning Approaches
Conventional automatic polyp detection systems were developed on low-level
features such as color, shape, color wavelet, local binary pattern, edges, etc. Based
on polyp appearance, more sophisticated features such as valley information, and
edge shape combined with context information were suggested to improve the
detection performance. These low and middle levels of features are frequently
similar between real polyps and polyp-like structures, leading to frequent FP
detection. Moreover, detecting flat, small, and hardly visible polyps may become
difficult. To improve the overall detection performance, a higher level of features
of colonic polyps is essential. The motivation for this work was the recent success
of deep-CNN in object recognition in datasets of still images. CNN can extract
hierarchical and rich feature representations from the input images without the
effort to compute feature engineering.

In this study, the most successful publicized region-based CNN framework
called Faster R-CNN [49] was investigated for automatic polyp detection in
colonoscopy images/frames. Inception-ResNet-v2 [50], which is one of the most
advanced CNN architectures, was used as the baseline model to extract features
from the input images. The CVC-ClinicDB dataset was used to train the entire
detection system. This dataset consists of 31 unique polyps in 612 images.
Inception-ResNet-v2 needs vast amounts of data to be well trained. With this
small number of training samples, the baseline network would get overfitted or be
unable to converge. To overcome this issue, transfer learning was applied. Instead
of initializing the weights randomly, Inception-ResNet-v2 was first pre-trained
on a large dataset of natural images such as Microsoft’s COCO dataset [84].
Even after this pre-training, the system could not show good performance—only
39.4% of sensitivity and 43.3% of precision on ETIS-Larib dataset was obtained.
The detection system was unable to learn polyp appearance variations in terms
of scale, location, shape, etc. To improve the overall detection performance,
different augmentation strategies were investigated. When the amount of training
data was enlarged to 18594 samples by applying image rotation, horizontal and
vertical flips, zoon-in/out and shearing, the sensitivity and precision enhanced
to 80.3% and 83.3% respectively (sensitivity improved by 40.9% and precision
improved by 40%). However, augmentations such as image blurring, brightening,
and darkening degraded the sensitivity by 9.1%. These image augmentations
could affect the quality of the training images and polyp features. Therefore,
this study suggested that before applying any augmentations to increase the
number of training samples, it is important to fully consider domain-specific
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characteristics and the quality of the training and test datasets.
In the second phase of this study, ASU-Mayo Clinic dataset was used to test

the trained model on colonoscopy videos. Although the system obtained good
sensitivity (81.4 %), it generated lots of FP detection, resulting in poor precision
(73.3 %) and specificity (71.1 %). This was mainly because the detector was
trained on positive samples (images with polyps) only. During training Faster
R-CNN, some negative samples are selected from the background. However, the
detector will never learn how hard negative samples closely resembling polyp
characteristics would look like. An automatic FP learning scheme was proposed
to solve this problem. The trained model first applied on 5 negative videos to
collect some hard negatives with high confidence values > 99%. The positive
samples and collected hard negative samples were combined to build a balanced
training data. The detector re-trained with the new training dataset for the
more robust detection system. Even though the sensitivity decreased by 3.4%,
the re-trained model could improve both F1 and F2 scores by boosting precision
and specificity by 17.7% and 26.6% respectively. Similar results were obtained
on CVC-ClinicVideoDB.

Another video-specific post-learning scheme was proposed for offline video
analysis. It is challenging for the detection model to learn all the variations in
polyp appearance concerning scale, location, camera viewpoint, and lighting
conditions in the same video. In every video, the detector was applied to collect
reliable polyp regions and generate corresponding binary polyp masks for further
training. "Reliable polyp regions" means that the same region is detected by the
system as a polyp region in a set of consecutive frames with very high confidence
values > 95%. After applying augmentations, the detector was re-trained on
the collected polyp regions and their corresponding masks from the video being
tested. This way the detector system would learn larger variations of polyps and
video-specific FPs. The results showed that the offline learning scheme helps
Faster R-CNN to increase sensitivity by 2.8%, precision by 9.4%, F1 by 6.3%,
and F2 by 4.3% compared to the initial Faster R-CNN trained only on positive
samples. Again, similar results were obtained on CVC-ClinicVideoDB.

5.3 Paper II

Abnormal Colon Polyp Image Synthesis Using Conditional Adversar-
ial Networks for Improved Detection Performance
The lack of labeled images of polyps for training a deep CNN is one of the obsta-
cles to improve polyp detection performance. The previous study showed that
image augmentation methods can be used to enlarge the training data, and play
an important role to increase the overall detection performance of Faster R-CNN.
However, augmentations cannot improve data distribution—they only lead to
an image-level transformation through depth and scale. Paper II presents a
CGAN method to enlarge the number of training samples by generating realistic
synthetic polyp images. The objective is to improve the performance of polyp
detection using the generated syntactic polyps.
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Fig. 5.1 shows the conditional GAN proposed in this study. For the generator
network, U-Net architecture [73] was modified to improve the quality of the
generated images. In each layer of the encoder, a detailed convolution was used
to increase the receptive field without contrasting the input image too much in
the last layer of the encoder. In the decoder part, a simple resize and convolution
strategy suggested by [150, 151] was applied instead of using the transposed
convolution to avoid checkerboard pattern artifacts. The discriminator network
was the widely used classification architecture suggested by [127].

Figure 5.1: Proposed conditional GAN for generating synthetic polyps.2

To train the proposed conditional GAN, a pair of input images, i.e., a
conditioned input image, and a target RGB image, is required. We experimentally
showed that if we only use the polyp masks provided by clinicians, the structure
of the background looks unnatural. Instead, a Canny edge detector [153] was
applied to the target RGB image to obtain counter information. The output of
the Canny detector was combined with the polyp masks to form the conditioned
input images. These conditioned input images would help to generate realistic
polyps in good harmony with the background. In this way, various synthetic
polyp images can be generated while the overall structures of the colonoscopy
images are maintained. By applying the process of adversarial training; 1) the
generator is forced to create realistic polyps from the conditioned input images
and fool the discriminator, and 2) the discriminator is forced to distinguish real
(target) and synthetic (output of the generator) polyp images.

After the generator has gained the ability to fool the discriminator, it can
be used to produce realistic polyps from any conditioned input image. In the
inference time, new unique polyp images can even be generated from negative
colonoscopy images, which are relatively easy to obtain because skilled clinicians
are not required to label them. The conditioned input images can be formed by

2Reprinted from [152], by Y. Shin
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combining synthetic polyp masks with the edge filtered images obtained from
negative samples.

Faster R-CNN was used to qualitatively investigate whether the synthetic
polyps are effective to improve the detection performance. 372 synthetic polyp
images were generated to enlarge CVC-ClinicDB to train Faster R-CNN. The
results showed that the generated polyp images are not only qualitatively realistic
but also help Faster R-CNN improve its performance for polyp detection. When
the synthetic polyps were added to the training samples, sensitivity, and precision
improved by 19.4 % and 10.1% respectively. However, the study also showed
that the performance improvement would reach a saturation point even if more
synthetic polyps are added to the training samples. The main reason for this
saturation might be due to a limitation of polyp types in the dataset used to
train the conditional GAN.

5.4 Paper III

Polyp Detection and Segmentation using Mask R-CNN: Does a
Deeper Feature Extractor CNN Always Perform Better?

In the two previous papers, the quantity of the available training data to train
deep CNN-based detectors was investigated. The two studies showed that image
augmentations and generated synthetic polyp images are effective to enhance
the polyp detection performance when there is a limited amount of training
data. However, performance evaluation for different CNN architectures was not
preformed, only Inception-ResNet-v2 was used as the feature extractor network.
This study adapted Mask R-CNN [51] to evaluate the performance of different
CNN architectures as the baseline model to extract features from the input
images for polyp detection and segmentation. The study aimed to answer several
questions such as;

(a) Do we need deeper and/or more complex CNN feature extractors?
(b) Can an ensemble method improve the overall performance, assuming that

different CNN architectures can derive different feature representations
from the input image?

(c) How can more training data help the performance improvement of each
one of the feature extractors?

(d) In contrast to other state-of-the-art methods, how good is Mask R-CNN
for polyp detection and segmentation?

Mask R-CNN is a general framework for instance object segmentation. It
consists of two stages to predict bounding boxes, confidence values, and output
masks for the objects in the input image. In the first stage, a CNN-based
model is needed to extract hierarchical feature representations from the input
image. Every CNN-based feature extractor model is different in terms of its
CNN structure, number of parameters, and type of convolutional layers. The
choice of this feature extractor model plays a major role in the performance of
Mask R-CNN. In this study, the performance of three different CNN models,
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i.e., a deep CNN (e.g., ResNet), a deeper CNN (e.g., ResNet101), and a complex
CNN (e.g., Inception-ResNet-v2 ) were investigated for polyp detection and
segmentation.

To answer the first question, CVC-ColonDB dataset was used to train Mask R-
CNN with all three feature extractor models in the same manner. CVC-ClinicDB
was used to evaluate the performance of each feature extractor. The results
confirmed that ResNet50 can outperform Inception-ResNet-v2 and ResNet 101
in all evaluation metrics when a small number of training samples is available.
This simply means that deeper and more complex models cannot show their real
performance due to the lack in the training data.

To answer the second question, Mask R-CNN with ResNet50 was used as the
main model, and Mask R-CNN with either ResNet101 or Inception-ResNet-v2
was used as the auxiliary model to improve the results of the main model. The
output of the auxiliary models was taken into account when the confidence of
the detection is ≥ 95%. The results demonstrated that Recall, Dice, and jaccard
can be improved slightly. However, precision degraded due to a larger number
of FPs generated by the two models. It can be concluded that ResNet50 was
able to detect most of the polyps detected by the two auxiliary models.

To answer the third question, 196 images of ETIS-Larib dataset were combined
with CVC-ColonDB dataset to increase the number of training samples to 496
images of 51 different polyps. Unlike the ensemble approach, all the metrics,
including precision, improved by larger margins when this combined dataset was
used for training. Inception-ResNet-v2 obtained the largest improvement in all
metrics compared to other models. This indicates that Inception-ResNet-v2 is
able to extract richer features from larger training data. In summary, it is better
to use a smaller feature extractor for better performance when there is a limited
amount of training data. However, a deeper and more complex network can
improve its performance by larger margins if it is exposed to more training data.

To compare the performance of Mask R-CNN to the other state-of-the-art
methods, guidelines for datasets usage in endoscopic vision challenge in MICCAI
2015 were followed, i.e., CVC-ClinicDB was used for training and ETIS-Larib for
testing. The segmentation results confirmed that Mask R-CNN with ResNet101
could outperform all the other methods, including FCN-VGG [27]. For detection
capability, again Mask R-CNN with ResNet101 could outperform the other two
Mask R-CNNs, the best method in the MICCAI 2015 challenge, and FCN-VGG.

5.5 Paper IV

Improving Automatic Polyp Detection Using CNN by Exploiting
Temporal Dependency in Colonoscopy Video

In the previous studies, we noticed that CNN-based detectors are vulnerable
to small noises and changes. They may get fooled by the specular highlights and
small changes in polyp (other elements) structures appearance in colonoscopy
videos. The same detector may miss the same polyp that appears in a sequence
of neighboring frames, and produce unstable output detection and a high number
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of FPs. Unlike previous FP learning, which decreases sensitivity for sake of
increasing precision and specificity, the objective of this study was to improve
the overall polyp detection performance by increasing not only precision and
specificity but also sensitivity.

In this paper, the temporal dependencies among a set of consecutive frames are
exploited to remove FPs and detect intra-frame missed polyps. The hypothesis is
that the same polyp should be closely similar in position and size in a sequence
of neighboring frames. The proposed method consists of two stages;

(a) a CNN-based polyp detector to provide RoIs,
(b) FP reduction unit.

The CNN-based polyp detector can be any object detection model, e.g.,
Faster R-CNN or single-shot detection SSD [97]. We used Inception-ResNet-v2
as the feature extractor for Faster R-CNN to develop a highly accurate polyp
detector. In contrast, MobileNet [154] was used with SSD to obtain a real-time
polyp detection model. Originally, these two detector models are developed for
object detection in a single image/frame without any mechanism to leverage
time information during training and testing. Thus, when trained on a dataset
of still images of polyps and applied to detect polyps in video sequences, they
may produce a high number of FPs and miss the same polyp in the neighboring
frames. CVC-ClinicDB dataset was used to train both detectors after applying
image augmentations such as rotations, horizontal and vertical flippings, zoom
in and out, and image shearing. The trained CNN-based polyp detectors can
provide multiple RoIs as polyp candidates for the next stage.

The FP reduction unit examines the RoI candidates by exploiting bidirectional
temporal coherence information from a set of previous and future frames to
identify detection irregularities and outliers. When a polyp appears in a
sequence of frames, its size and location lightly change according to the scope
movement. Irregularities and outliers are those detection outputs that do
not smoothly follow the movement. More specifically, outliers are those RoI
candidates that appear to be FPs among a set of TPs. To find irregular output
detection, the FP reduction unit uses a distance metric, e.g., Euclidean distance,
to compute the similarity measure between the normalized coordinates (e.g.,
xmin, ymin, xmax, ymax, xc, yc, w, and h) of the RoI candidates provided for a
set of consecutive frames. The study found that 15 consecutive frames, i.e., 7
previous frames, 7 future frames, and the current frame—frame in the middle,
are optimal for a regular video capture rate of 25 fps.

To be precise, the CNN-based polyp detector in the first stage continuously
generates RoIs for the last frame. Then, the FP reduction unit classifies the
RoI candidates of the current frame into TPs or FPs based on the computed
similarity measure. Those RoIs with a high similarity measure are classified as
TPs, and those RoIs without Spatio-temporal overlap are classified as FPs and
eliminated in the final output detection. To remove even more FPs, the average
confidence for the overlapped RoIs is calculated and only those RoIs with an
average confidence avg_th ≥ 0.5 are kept. When outliers are detected, there is
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a correction mechanism in the FP reduction unit that can estimate the correct
location by applying the Lagrange interpolation formula.

We used two datasets of colonoscopy videos to evaluate the efficiency of the
proposed method. We used 18 positive videos from CVC-ClinicVideoDB to
evaluate the improvement in sensitivity and precision, and 5 negative videos
from ASU-Mayo Clinic to evaluate the improvement in specificity. For each
frame, the two detector models can propose up to 100 RoI candidates sorted
based on the confidence values. We validated our method on two scenarios: one
proposal per frame, and multiple proposals per frame. When we let the detectors
provide only one RoI candidate, the top one will be pulled. However, due to the
existence of FPs, the top detection does not always bound the polyp. The aim
of the second scenario is to increase the polyp detection capability and show
that the proposed method is efficient when there are multiple RoI candidates
per frame.

In the first scenario, we first evaluated Faster R-CNN and SSD with their
FP models without our FP reduction unit. Faster R-CNN scored a sensitivity of
80.13% precision of 82.98% whereas SSD scored less sensitivity of 54.29%, but
higher precision of 85.88%. The FP models of Faster R-CNN and SSD were able
to increase precision by 9.23% and 8.15%, in contrast, sensitivity decreased by
10.45% and 4.19% respectively. These decrements in sensitivity decreased the
F1-score of the systems. On the other hand, our proposed method could improve
the overall polyp detection performance by increasing sensitivity by 1.38% and
4.5%, precision by 4.53%, and 3.59%, for Faster R-CNN and SSD respectively.
Moreover, the proposed method could increase the sensitivity of the FP models
by larger margins, i.e. by 6.07% and 7.05%, and remove even more FPs by 0.74%
and 2.6%, for FP models of Faster R-CNN and SSD respectively. When tested
on negative videos, the proposed system could also enhance specificity by 16.24%
and 9.64%, for Faster R-CNN and SSD respectively. When applied to the FP
models, the specificity could further be improved close to 100%. Our method
obtained similar results when we let the detector models provide multiple RoI
candidates per frame.

The study also evaluated the performance of the method with Faster R-CNN
and SSD separately on different types of polyps. CVC-ClinicDB categorized
the polyps according to Paris classification. This dataset contains three types
of polyps: 1) 0-Ip—pedunculated polyp, 2) 0-Is—sessile polyp, 3) 0-IIa—flat
elevated polyp. Faster R-CNN showed better detection performance than SSD
for all three types. Both detectors were efficient to detect Pedunculated polyps
in most of the frames. Sessile polyps were detected in 83.73% and 67.9% of the
frames by Faster R-CNN and SSD respectively. For flat-elevated polyps, SSD
performed poorly with a sensitivity of 11.5% while Faster R-CNN could detect
them in 68.4% of the frames.

52



Paper V

5.6 Paper V

A Framework with a Fully Convolutional Neural Network For Semi-
Automatic Colon Polyp Annotation
The previous studies have demonstrated that deep learning, more specifically
CNNs, is a promising approach to improve automatic polyp detection and
segmentation. However, deep learning is a data-driven and data-hungry approach,
i.e., its performance is highly correlated with the amount of available training
data. Paper III showed that more training data can help CNNs to enhance
the overall performance of both polyp detection and segmentation. Several
studies [45,47,48], including ours, argued that the major obstacle for CNNs to
achieve better polyp detection performance might be due to the shortage in the
labeled polyp training images. Thus, higher quality and a larger quantity of
fully labeled polyp images and videos are highly desirable [45]. Paper IV showed
that time information is essential to reduce FPs and increase TPs detection
capability in video sequences. However, labeling a video is difficult because an
endoscopist has to perform pixel-level annotation of polyps frame by frame. This
manual annotation is time-consuming, and unnecessary work must be repeated
to annotate the same polyp in a sequence of frames. Another motivation for
this work was the massive amount of data we collected from Gastro-Lab at
Rikshospitalet, OUS. Without this framework, it was extremely difficult for the
clinicians at this department to annotate all 48 videos.

This paper proposes a semi-automatic framework to speed up polyp
annotation in video-based databases. The framework is powered by a CNN which
can learn characteristics of the targeted polyp from a few manually annotated
frames. This method can save clinicians time as they need to provide ground-
truth for a few frames instead of annotating the entire video. The framework
uses the proposed CNN to generate masks for the rest of the frames in a semi-
supervised manner. The CNN consists of an encoder and multiple paths of
decoders, thus it is called MDeNet (Multiple Decoders Network). The encoder
is to extract features from the input frame. The decoders at each layer of the
encoder is to interpret the features from different feature map resolutions. The
output mask is predicted from the concatenated layer of the output layers of the
decoders.

Segmenting out colonic polyps from the background is difficult due to the
complex environment of the colon and the existence of polyp-like structures in
colonoscopy videos. The appearance of the targeted polyp changes with the scope
movement. It is difficult for a CNN to learn all the appearance changes from a
single frame where the targeted polyp first appears. Instead, a few frames at
every interval period T is manually annotated and used to fine-tune pre-trained
MDeNet. This process helps to avoid generating unreliable masks, and more
precisely segment the targeted polyp in the predicted masks so that they can
be used as ground-truth images. The manually annotated frames are used as
the reference frames to monitor the output masks of the framework. To obtain
masks similar to the reference masks, several pre and post-processing steps such
as image augmentations, morphological operations, Fourier descriptors, and a
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second stage fine-tuning are applied.
We experimentally noticed that MDeNet straggles to learn from a few

manually annotated frames. Therefore, the network is first pre-trained on
CVC-ClinicDB to learn the generic notion of polyp appearances. This pre-
training process allows us to reduce the number of manually annotated frames
and helps MDeNet to converge faster. The framework consists of two trails.
In the first trial, the manually annotated frames, reference frames, are used to
fine-tune the pre-trained MDeNet. Fourier coefficients of the reference masks are
applied on both sides of the reference frames to collect similar generated masks.
In the second trial, the reference and collected masks are used to fine-tune the
pre-trained MDeNet. Again, Fourier coefficients of the reference masks are used
to choose only those generated masks that are similar to the manually animated
masks.

We used 10 positive videos of ASU-Mayo Clinic dataset to validate the
proposed framework. All 10 videos (frame by frame) are manually annotated
by expert endoscopists. To evaluate the quality of the masks generated by the
framework, we compared them with the masks provided by clinicians using
Dice and Jaccard indexes. These two metrics compute the overlap percentage
between the generated masks and the provided masks. We experimentally noticed
that when T=50, i.e., a frame is selected for manual annotation at every 50
consecutive frames, the framework can achieve results of 94.8% for Dice and
93.3% for Jaccard overlap with the masks provided by clinicians. Even when T
= 1, the framework struggled to exceed 96% of Dice because of human errors
in the manual annotations in ASU-Mayo Clinic dataset. This result shows that
ground-truth images similar to the ones provided by clinicians can be obtained
with only a limited number of manually annotated frames. Without the pre-
trained MDeNet, the framework was unable to achieve good overlap results
(Dice of 80.4% and Jaccard of 79.2%). This is because the model had never
converged for two of the videos. We compared the performance of MDeNet
with other CNN-based architectures such as UNet, Mask R-CNN, and fully
convolutional neural network FCN [124,155]. MDeNet was able to outperform all
the three opponents. The study also evaluated different pixel-wise loss functions
and showed that L1 Loss was able to generate better results. The proposed
framework could also be applied not only for endoscopic video annotation but
for other forms of medical video semi-automatic segmentation. As we discussed
in Section 3.9, the framework helped us generate masks for 48 videos, 29021
frames, collected from Gastro-Lab at Rikshospitalet, OUS in a very efficient
timely manner in collaboration with the clinicians in this department.

5.7 Paper VI

Toward Real-Time Polyp Detection Using Fully CNN for 2D Gaussian
Shapes Prediction
A real-time polyp detection system with high accuracy is required to decrease
polyp miss-rate during colonoscopy in operating rooms. We developed a method
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for real-time polyp detection using a single-shot feed-forward fully convolutional
neural networks (F-CNN). These networks are usually trained on binary masks
to segment an object in an image. However, we noticed that these models can
be trained on 2D Gaussian masks for polyp detection with better accuracy.

In the previous studies, we noticed that in the colon there are many polyp-like
structures with strong edges, including colon folds, blood vessels, specular lights,
luminal regions, air bubbles, etc. We found out that when an F-CNN is trained
on binary ground-truth masks for polyp segmentation, it tries to learn edges as
one of the strongest features to distinguish polyp from the background. This is
because binary masks have very strong edges around the polyp boundaries. A 2D
Gaussian shape has fewer values on the tails compared to the values around the
mean. This property of the 2D Gaussian shape can give less importance to the
edges and force the models to learn surface patterns more efficiently than binary
masks. We converted the binary ground-truth masks, which were provided
by expert clinicians, to 2D Gaussian masks using a size-adaptive standard
deviation method. The 2D Gaussian masks enable us to use the strength of the
predict shapes as the confidence values of the detection outputs. We developed
MDeNetplus to obtain better performance. MDeNetplus is based on the concept
of deep layer aggregation to acquire rich representations spanning levels from
low to high. This model has feedback connections from its decoders of deeper
layers to its decoders of the previous layers. The feedback connections sum the
activation maps of slimier layers of different decoders. The multiple decoders
can increase contextual and semantics information and receptive field, helping
to segment polyps of different sizes more precisely.

We used CVC-ClinicDB to train the models and ETIS-Larib and CVC-
ColonDB to evaluate the performance. We trained several F-CNN variants to
prove the proposed concept. We first compared Gaussian and binary masks when
used to train the models separately. The experimental results showed that the
models could detect more TPs and eliminate a lot of FPs when they were trained
on 2D Gaussian masks. The results indicated that 2D Gaussian masks were
effective to detect flat and small polyps that have unclear boundaries between the
background and polyp regions. In addition, they make a better training effect to
discriminate polyp from the polyp-like FP outputs. Our pre-train MDeNetplus
could achieve the-state-of-the-art performance on ETIS-Larib dataset with a
recall of 86.54%, precision of 86.12%, and F-1 score of 86.33% and CVC-ColonDB
with 91% of recall, 88.35% of precision, and F1-score of 89.65%. We run our
tests on NVIDIA GeForce GTX 1080 Ti to investigate the inference speed of
the used models, and noticed that MDeNet needed 39 ms to process a frame,
which is still fast enough for real-time implementation on videos with 25 frames
per second.
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Chapter 6

Discussion

In this thesis, different approaches have been followed to develop algorithms
for automatic detection and segmentation of colon polyps. The main focus
was to improve the capability of polyp detection. From a clinical perspective,
the developed systems should not only have a high TP detection rate (high
sensitivity) but also a low FP detection rate (high precision and specificity). We
have proposed several methods toward achieving the objectives of this thesis.

6.1 Discussion

In the beginning, PPG signal analysis was examined to distinguish polyp regions
from healthy walls of the colon. It has been shown that polyp regions have
more blood than the colon’s walls due to different perfusion patterns. PPG is
based on the principle that blood absorbs more light than surrounding tissue.
To obtain a good quality PPG signal that can be useful for our objective, the
camera has to stay still to record high-quality video clips with sufficient length.
Unfortunately, we could not obtain meaningful results from the videos collected
at OUS due to many factors such as the lighting conditions, distance to the
scope, movement of the scope, and image artifacts associated to colonoscopy,
e.g., blurriness, ghost colors, interlacing, specular highlights, and uneven lighting.
It does not make sense for an endoscopist to hold the scope still for a long time
in order for a system to find polyps. This method might have the potential for
polyp classifications.

The thesis has shown that deep learning, especially CNNs, is the most
promising technology for automatic colon polyp detection and segmentation.
Deep learning-based networks need a massive amount of training data, which
at present is limited for colonoscopy images. To overcome data limitation,
various image augmentation methods were examined in the first trial of using a
region-based deep CNN approach such as Faster R-CNN. In addition, transfer
learning was used by pre-training the CNN-based feature extractor on a large
dataset of images (e.g., ImageNet) to ensure the generalization ability and
prevent overfitting. To increase the detection performance of deep learning-
based methods, several approaches have been investigated such as developing FP
learning and off-line learning, evaluating different CNN architectures, utilizing
bidirectional temporal information, generating synthetic polyps, using 2D
Gaussian masks for training, and developing a semi-automatic polyp annotation
framework.

Both FP learning and off-line leaning can be incorporated with the-state-
of-the-art CNN-based detection frameworks e.g. Faster R-CNN and SSD. We
found out that these frameworks were unable to efficiently learn polyp-like FPs
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during training because they select negative samples randomly from the normal
background regions. It is difficult to have exact bounding boxes around the
polyp-like mimics with this random selection. FP learning was proposed to force
these detection frameworks to more effectively learn polyp-like structures such
as circle-shaped light reflections, and overexposed regions, intestinal contents,
and black hole parts from luminal regions resulting in increased precision and
specificity. Although FP learning could successfully decrease FPs, detection
of TPs declined, resulting in lower sensitivity. Off-line learning is a simple
video-specific post-learning process developed to analyze colonoscopy videos by
retraining the detection frameworks using collected reliable polyp regions.

The limitation in the previous study inspired us to develop a more efficient
method to improve not only precision and specificity but also sensitivity.
We found that Faster R-CNN and SSD were vulnerable to small noises and
perturbations. They might easily miss the same polyp appearing in a sequence
of neighboring frames due to the specular highlights and small changes in
polyp appearances. These two detectors have no mechanism to adapt temporal
information during training and testing phases because they are developed for
object detection in a single independent frame. Because of these two reasons,
they produce unstable detection output contaminated with a high number of
FPs. To enhance the overall performance and produce stable output detection,
we exploited the temporal dependencies among video frames by integrating the
bidirectional temporal information obtained from the coordinates of the ROIs
provided for a set of consecutive frames. The experimental results proved that
the bidirectional temporal information is essential to reduce FPs by identifying
detection irregularities and outliers.

In another attempt, we used Mask R-CNN to evaluate three recent CNN
architectures: a deep CNN (e.g., Resnet50 ), a deeper CNN (e.g., Resnet101),
and complex CNN (e.g., Inception-ResNet-v2) as the feature extractors for polyp
detection and segmentation. Although a deeper network is essential for high
image classification performance in the natural image domain, we found that
the deeper and more complex CNN were unable to outperform the deep CNN
when a limited number of samples is available for training. However, adding
more samples to the training data could boost the performance of the complex
CNN, showing the ability of this CNN architecture to extract richer features
from larger training data. The outcome of this study is important because it
could be used as evidence to properly select the CNN feature extractor based on
the size of the available training data.

Throughout our experiments, we concluded that the lack of labeled polyp
training images was one of the major obstacles in automatic polyp detection. We
proposed a conditional generative adversarial network to produce synthetic polyps
and thereby increase the number of training samples. To maintain the harmony
between the background and the generated polyps, the conditioned input image
was a combination of two binary images, edge filtering of colonoscopy images
and polyp masks. Image augmentation and synthetic data can only manipulate
the existing features to create new samples without improving data distribution.
Unique features can only be extracted from new real samples which are essential
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to enhance the data distribution and increase the diversity. This motivated
us to collect more data in forms of videos from GI endoscopy department at
OUS. For the videos being practically useful, it is necessary to have ground-
truth masks for the polyp regions in the sequences. Manual annotation by
endoscopists was difficult and time-consuming because they needed to perform
pixel-level annotation of polyps frame by frame. We proposed a semi-automatic
annotation framework to help realize a useful dataset of polyp videos in a shorter
period of time. We developed a new CNN-based network called MDeNet for the
proposed framework. We designed MDeNet so that it could be trained with only
a few manually labeled frames and provide masks of the rest of the frames in a
semi-supervised manner in collaboration with clinicians.

Finally, we developed a method for real-time automatic polyp detection using
single-shot feed-forward F-CNNs. We noticed that these models can be trained
on 2D Gaussian masks for polyp detection instead of using binary masks. We
found that 2D Gaussian masks can give less importance to the boundaries and
thus force the models to learn surface patterns more efficiently, leading to better
discriminating between polyps and polyp-like FPs and resulting in a lot fewer
FP outputs compared to binary masks. The experimental results showed that
the proposed 2D Gaussian masks were efficient to detect small polyps that have
unclear boundaries between the background and the polyp regions.

We believe that the research conducted as a part of this thesis will contribute
to advance the research community for polyp detection and segmentation. This
thesis has been performed on still images and videos captured by standard
colonoscopy. Currently, there is no single public dataset of polyp images or
videos captured with WCE. Most commercial WCEs are presently limited to the
acquisition of still images, while some WCEs offer a higher frame rate. WCE
technology is improving rapidly in terms of image quality, frame rate, power
consumption, and availability for everyone. The achieved results have proven the
capability and potential of the proposed methods which can be further improved
and used for automatic review of videos of WCE, thereby limiting the excessive
use of manpower, and saving the lives of millions of patients suffering from CRC.

6.2 Limitations

This thesis has shown that deep learning is a promising technique for automatic
polyp detection and segmentation. There are several limitations associated with
the deep learning techniques used to develop the methods in this thesis. Here,
we identify three main limitations: dataset, CNNs, and transfer learning.

6.2.1 Dataset limitations

This study is based on small image and video datasets with limitations in wider
application due to the significant variation in polyp features observed during
colonoscopy and associated high FP rates. Data augmentation and synthetic
data are useful to some extent, but having more data is always the preferred
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solution. It is difficult to build a training dataset that is diverse enough to cover
all different possible scenarios that a given support system should face. It is hard
for any dataset, no matter how big, to be representative of the complexity of
the real scenarios. Humans naturally adapt to changes in visual context whereas
deep learning is much more sensitive and error-prone to unseen samples. On
the other hand, having a lack of good ground truth data can also limit the
capabilities of the models.

6.2.2 CNN limitations

Although CNNs provide great adaptability compared to classical computer
vision techniques, it is difficult to guarantee reliable functionality. It is hard to
analyze analytically or genuinely understand how CNNs have learned to solve
the task and how internal parameters have been set. The quality of the systems
highly relies on the training data and loss functions. CNNs are sensitive to
changes which sometimes would not fool a human observer, meaning they may
provide unstable detection outputs for the same polyp appearing in a sequence of
consecutive frames. They have millions of parameters, and with a small dataset
would run into an over-fitting problem, meaning specific features are learned
instead of an overall understanding of the polyps—perform very well on training
data but fail on unseen samples. There are some other concerns about CNNs:

• It is not so clear how much data or how many layers are needed to achieve
a certain performance [156].

• CNNs have a problem of catastrophic forgetting. CNNs tend to forget
previously learned features and are unable to continue learning from new
samples on the fly. In other words, they need to be retrained with the
training data combined with new samples. This is due to the rewriting of
weights by the learning algorithms [156].

• CNNs do not encode the position and orientation of the object into their
predictions. They are very bad at encoding different representations of
pose and orientation [157]. This is the main reason that data augmentation
can improve performance.

6.2.3 Transfer learning limitations

In all our experiments, we applied transfer learning by pre-training the weights
of the CNNs on either ImageNet or COCO databases. To achieve the best
performance out of transfer learning, it is ideal to have a high degree of similarity
between the target data and the source data that was used to pre-train the
original network. Otherwise, we would still have the performance loss due to
domain-shift, leading to degradation in performance. For example, pre-trained
models trained on natural images do not generalize well when applied to medical
images (e.g. polyp images). It is assumed that fine-tuning a pre-trained network
works the best when the source and target tasks have a high degree of similarity.
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6.3 Commercial systems

Since October of 2019, there have been several commercially available AI-based
systems designed to support endoscopists in finding potential polyps during
a colonoscopy. These systems use deep learning technology to highlight the
presence of pre-cancerous lesions with a visual marker in real-time, automatically
identifying and marking colorectal polyps, including those with flat morphology
that may go undetected, thus increasing accuracy and reducing the risk of interval
cancers which can occur between colonoscopies. Unfortunately, there is no a lot
of technical information about these models, such as what CNN architectures,
how many training samples, etc. have been used.

6.3.1 DISCOVERY™ module from Pentax

On December 16, 2019, PENTAX Medical announced its CE marked product
called DISCOVERY™, in which a total of more than 120,000 images from
approximately 300 clinical cases were used for the model training. The system is
built in a flat monitor, uses an intuitive touchscreen interface, and can be used
with any of PENTAX Medical video endoscopy systems.

6.3.2 Genius™ model from Medtronic

On December 17, 2019, Medtronic announced the launch of GI Genius™
intelligent endoscopy module at United European Gastroenterology Week in
Barcelona, Spain. The GI Genius™ module is designed to seamlessly integrate
with the existing colonoscopy equipment (all major brands) and workflow.
Medtronic claims that the module can detect colorectal polyps of all shapes
and sizes. GI Genius™ intelligent endoscopy module is also CE-marked and is
available in select European markets.

6.3.3 CAD EYE module from FujiFilm

Fujifilm has aslo acquired CE mark and launched CAD EYE from March 2020
in Europe. CAD EYE was trained with an immense amount of clinical images of
White Light and Linked Color Imaging (LCI), thus it works with both imaging
modalities. The suspicious area is marked with a detection box as well as a
visual assist circle which lights up in the direction where the suspicious polyp
is detected. In addition to the marker, a sound signal can be heard as soon as
a suspicious polyp is detected. CAD EYE is a customised detection support
compatible with the ELUXEO system.
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Chapter 7

Conclusions and Future Work

7.1 Conclusions

This thesis has shown that convolutional neural networks (CNNs) are a powerful
tool to automate the detection of colon polyps. We have investigated that CNNs
can extract rich feature representations directly from colonoscopy images for
polyp detection and segmentation. To overcome the limitation of training data,
we examined image augmentation and transfer learning, which both turned out
to be very useful for performance improvement. We proposed a false positive
(FP) learning technique to reduce the detection of FPs. Our FP learning can be
incorporated with CNN-based object detectors, e.g., Faster R-CNN and SSD. To
detect larger variations of polyps in colonoscopy videos, we proposed an off-line
learning scheme. We also investigated that bidirectional temporal information in
video sequences is essential to enhance the overall polyp detection performance
in terms of sensitivity, precision, and specificity. We developed a method to find
and remove FPs and detect intra-frame missed polyps based on the consecutive
detection outputs of CNN-based detectors.

Moreover, we evaluated three recent CNN architectures i.e. ResNet50,
ResNet101 and Inception ResNet V2 for extraction of polyp features. ResNet50
outperformed the counterparts when a limited amount of training data is available.
This result is opposite to existing literature because Inception ResNet V2 is known
as the state-of-the-art for classification of natural images. We demonstrated
that Inception ResNet V2 would become a promising feature extractor with a
sufficient amount of training data. We also proposed a conditional adversarial
generative network (CGAN) to produce synthetic polyps. We showed that
CGAN can be used as an efficient augmentation method to enlarge the training
samples. However, we noticed that the improvement by synthetic data and image
augmentation is limited because they cannot produce new features. We collected
more data in the form of videos to add more unique features to the training set.
Annotation of videos is difficult and time-consuming for clinicians. We developed
MDeNet, a CNN-based network, to speed up the annotation process. MDeNet
can be trained on a few manually labeled frames and provide masks of the rest
in a semi-supervised manner. Finally, we developed a real-time polyp detection
system using feed-forward fully convolutional neural networks (F-CNN). We
found that these models can be trained on 2D Gaussian masks to detect polyps
more efficiently with high accuracy in real-time speed.
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7.2 Future work

This thesis mainly focused on improving the performance and robustness of
polyp detection and segmentation. To some degree, we have achieved good
results compared to the literature. However, there are still some challenges and
experiments remaining before clinicians can rely on computers to automatically
tag suspected areas in operating rooms.

We have shown that data augmentation and synthetic data are useful to some
extent, but new features, which are essential for performance enhancement, can
only be obtained from new real samples. It is also known that deep learning is a
data-hungry approach, i.e. the performance is highly dependent on the amount
and quality of the training data. From my perspective, excellent CNN-based
networks are already available for feature extraction, but there is a huge lack of
high-quality training data with a reasonably large diversity of polyp samples.
Therefore, the data is the main key to develop a highly reliable system that can
get clinicians’ trust. It is very important to collaborate with endoscopists to
build a large high quality and a diverse database covering all different scenarios.
Then, we could further optimize the proposed methods to eventually enable
detection of all different polyp morphological types. On the other hand, we have
only used colonoscopy images and videos to evaluate our methods. Therefore, it
is necessary to collect a large number of images and videos captured by WCE,
in order to re-evaluate the quality and re-confirm the conclusions of this work.

In paper IV, we showed that Spatio-temporal information is essential to
improve the overall performance and to detect FPs without degrading sensitivity.
There are other ways to consider this type of important information. 3D-CNNs
can take a clip of a video and look for the object of interest in the clip. It is
therefore important to investigate 3D-CNNs for polyp detection in colonoscopy
videos. Another approach is to use recurrent neural networks (RNN) based
frameworks (e.g. long short-term memory, LSTM) to integrate time information
into the decision. Furthermore, CNN-based detectors can be combined with
a tracking system following the camera movement. This may lead to a higher
sensitivity because even if the polyp is not detected in every frame, its location
can be tracked by using the video as context.

CNNs also have the potential to be applied to the white light mode for polyp
classification based on NICE classification. It is therefore interesting to develop
a computer-aid system that is able to first detect colon polyps and then classify
them into Type 1, Type 2, or Type 3. This application will have a huge benefit
when the NBI mode is not available.
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ABSTRACT Automatic image detection of colonic polyps is still an unsolved problem due to the large
variation of polyps in terms of shape, texture, size, and color, and the existence of various polyp-like mimics
during colonoscopy. In this paper, we apply a recent region-based convolutional neural network (CNN)
approach for the automatic detection of polyps in the images and videos obtained from colonoscopy
examinations. We use a deep-CNN model (Inception Resnet) as a transfer learning scheme in the detection
system. To overcome the polyp detection obstacles and the small number of polyp images, we examine image
augmentation strategies for training deep networks. We further propose two efficient post-learning methods,
such as automatic false positive learning and offline learning, both of which can be incorporated with the
region-based detection system for reliable polyp detection. Using the large size of colonoscopy databases,
experimental results demonstrate that the suggested detection systems show better performance than other
systems in the literature. Furthermore, we show improved detection performance using the proposed post-
learning schemes for colonoscopy videos.

INDEX TERMS Colonoscopy, convolutional neural network, image augmentation, polyp detection, region
proposal network, transfer learning.

I. INTRODUCTION
Colorectal cancer (CRC) is the second most lethal cancer in
the USA for both genders, causing 50,260 deaths, in 2017
alone, a 2.18% increase from the previous year [1]. Most
instances of CRC arise from growths of glandular tissue in
the colonic mucosa known as adenomatous polyps. Mostly
initially benign, some of these polyps become malignant over
time, eventually leading to death, unless detected and treated
appropriately. Therefore, the detection and removal of polyps
in the early stage is an essential clinical procedure to prevent
CRC [2].

Currently, colonoscopy represents the gold standard tool
for colon screening. During a colonoscopy, clinicians inspect
the intestinal wall in order to detect polyps. However,
colonoscopy is an operator dependent procedure where the
polyp miss-detection rate is about 25% [3]. The missed
polyps can lead to a late diagnosis of CRC, in the worst

case reducing survival rate to 10% [4]. Therefore, studies to
develop computer-aided polyp detection are highly desirable.

Over the last two decades, various computer-aided detec-
tion (CAD) systems have been proposed to increase polyp
detection rates [5]–[16]. In earlier studies, color, texture and
shape based features such as color wavelet, local binary
pattern (LBP) and edge detection were used to distinguish
polyps from the normal mucosa [5]–[7]. However, these fea-
ture patterns are frequently similar between polyp and polyp-
like normal structures, resulting in decreased performance.
For more sophisticated detection, a valley information based
Polyp appearance model has been suggested for polyp local-
ization [8] and further improved versions with preprocessing
methods for removing false positive regions have been pro-
posed [9], [10]. In [11] and [12], edge shape and context infor-
mation were used to improve discriminative power between
polyps and other polyp-like structures. To address balanced
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training between polyp and non-polyp images, an imbalanced
learning scheme with a discriminative feature learning was
proposed [17].

Recently, the region-based CNN approaches, R-CNN [18],
Fast R-CNN [19] and Faster R-CNN [20] have shown con-
siderable progress in object detection fields using natural
image datasets. Unlike conventional hand-crafted feature
based object detection approaches; e.g., color wavelet, local
binary pattern (LBP) and edge detection, the region-based
CNN methods adopt the deep learning approach to learn
rich feature representations automatically using deep-CNN
architectures.

In the initial R-CNN study [18], external region proposal
methods were adopted, such as Selective Search [21] and
Edge Boxes [22], to train a CNN model (e.g., AlexNet).
However, each proposed region is needed to pass to the
independent deep-CNN, resulting in a slow detection speed.
To mitigate this problem, in the Fast R-CNN work [19],
a single-stage CNN training was proposed by using a
RoI (region of interest) pooling technique which substan-
tially improved the detection speed. Finally, in the Faster
R-CNN method, the authors proposed a region proposal net-
work (RPN) to avoid the use of external time-consuming
region proposal methods [20]. The RPN works within the
deepCNN, sharing CNN features with the Fast R-CNNdetec-
tor by the alternating training scheme. This method shows
improved detection performance both in accuracy and time.
Most recently, so-called Mask R-CNN method was proposed
by the same group [23]. They extend the Faster R-CNN
method for more challenging object segmentation task by
adding a branch for predicting an object mask.

Due to the large variation of polyps in terms of shape,
texture, size, and color, automatic polyp detection is still a
challenging problem. In this study, we focus on the polyp
detection task using the recent deep learning approach. The
Faster R-CNN method shows excellent performance in
large-scale general image datasets [20] and was success-
fully applied to other applications such as pedestrian detec-
tion [24], [25] and face detection [26]. Despite this success,
there have been no studies applying the region-based CNN
approach to polyp detection. The main obstacle may be the
paucity of available labeled colonoscopy datasets compared
to natural image datasets. Motivated by this, we apply the
Faster R-CNN based deep learning framework to the auto-
matic polyp detection. To overcome limited training samples,
we adopt a transfer learning scheme using a deep CNNmodel
and examine proper image augmentation strategies. Further-
more, two post-learning schemes are suggested to improve
polyp detection performance in colonoscopy videos.

A. RELATED WORK
Recently, utilizing the success of deep learning in many
image processing applications, a CNN based approach has
been proposed for polyp detection [13], [14]. In addition,
in the recent polyp detection challenge, i.e., 2015 MICCAI
challenge [27], several teams used CNN based end-to-end

learning approaches. Above mentioned works focused on the
conventional CNN based feature extraction and classification
for the task of polyp detection. Yu et al. [16] proposed a 3D
fully convolutional network approach to use time informa-
tion with CNN features from the consecutive colonoscopy
recording.

The concept of transfer learning schemes as a means of
overcoming insufficient training samples, i.e., the use of
pre-trained CNN by large-scale natural images, was suc-
cessfully applied in different medical applications such as
standard plane localization in ultrasound imaging [28], auto-
matic interleaving between radiology reports and diagnos-
tic CT and MRI images [29]. In [30], the performance of
transfer learning on different CNN architectures (AlexNet
and GoogLeNet) is evaluated in thoracic-abnormal lymph
node detection and interstitial lung disease classification.
Tajbakhsh et al. [15], demonstrated that pre-trained CNN
(AlexNet), with a proper fine-tuning approach, outperforms
training from scratch in some medical applications including
polyp detection.

It is generally known that the image augmentation is an
efficient tool to increase the number of training samples.
In the recent CNN based polyp detection tasks [15], [16],
simple augmentations were applied to increase the number
of training samples. Tajbakhsh et al. [15] used the upscaling,
translating and flipping to the polyp patch images while
in [16], rotating and translating were similarly adopted.

Some studies have applied post learning schemes for polyp
detection. In [16], a time information based video specific
online learning method was proposed and integrated with
trained CNN. However, to train network online, additional
learning time is needed (1.23 sec processing time per frame).
In [31], AdaBoost learning strategy was suggested to train an
initial classifier with new selected negative examples (FPs).
This is a similar concept to our false positive (FP) learning
scheme. The authors used the conventional image patch based
hand-craft features such as LBP andHaar instead of CNN fea-
tures. In this study, we provide the performance comparison
between our method and [31] on the same 18 colonoscopy
video dataset.

B. CONTRIBUTIONS
Our main contribution is four-fold:

First, to the best of our knowledge, this work is the first
study applying the region-based object detection scheme
for the polyp detection application. Compared to previous
transfer learning schemes in medical applications [15], [30],
we adopt the recent very deep CNN network, i.e., Inception
Resnet, which shows the state of the art performance in
the natural image domain and we evaluate the effect of this
network as a transfer learning for a polyp detection task.

Second, we evaluate proper augmentation strategies for
polyp detection by applying various types of augmentation
such as rotating, scaling, shearing, blurring and brightening.

Third, we propose two post learning schemes: fals
positive (FP) learning and off-line learning. In the
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FIGURE 1. Proposed polyp detection system. The detector system consists of three main part, region proposal network,
detector and post-learning. For training the detector system, domain-specific image augmentation and transfer learning
using pre-trained deep CNN are adopted.

FP learning scheme, we suggest post training our detector
system with automatically selected negative detection out-
puts (FPs) which are detected from normal colonoscopy
videos. This scheme is effective to decrease many of the
polyp-like false positives and therefore can be useful clini-
cally. In the off-line learning scheme, we further improve the
detection performance by using the video specific reliable
polyp detection and post-training procedure.

Finally, from the large amount of experiments using pub-
lic polyp image and video databases (total 28 videos),
we demonstrate that our detection model shows improved
detection performance compared to other recent CNN based
studies in colonoscopy image dataset. In addition, the two
proposed post-learning methods successfully work for polyp
detection in the colonoscopy video databases.

The remainder of this paper is organized as follows.
In Section II, the proposed detection systems and method-
ological steps are introduced. In Section III, experimental
datasets used in this study are described. In Section IV,
evaluation metrics, experimental results and discussions are
presented. Finally, we conclude this study in Section V.

II. METHODS
In this section, we aim to introduce our proposed polyp
detection system. Fig. 1 shows the entire polyp detection
procedure. The first step for training the detector system
is to perform an augmentation on the images in order to
increase the number of useful polyp training samples. Next,
region proposal network (RPN) proposes rectangular shaped
regions that may include a polyp. In the Detector part,
using the proposed regions in RPN, polyp classification and
region regression are performed to predict final polyp region.
Finally, we propose further post-learning schemes, i.e., false
positive (FP) and off-line learning, to improve polyp detec-
tion performance. We explain the details of each step in the
following subsections.

A. IMAGE AUGMENTATION
For a stable training of deep-CNN models, normally a large
amount of training dataset is needed, e.g., AlexNet is trained
on 1.2million of ImageNet dataset [32]. However, obtaining a
large number of polyp images with the corresponding ground
truth of polyp masks is generally quite difficult. To overcome
this lack of images, image augmentation, such as rotating
and flipping of the originals, increases the number of training
samples. However, this augmentation strategy needs to be
carefully applied based on an adequate understanding of the
application domain. In other words, the augmentation should
be generated by considering real colonoscopy images and
have enough variations to avoid overfitting. In this study,
we aim to evaluate different augmentation strategies for the
deep-CNN based polyp detection system.

In colonoscopy recordings, polyps show large variation
in scale, location and color. In addition, changing camera
viewpoints and lighting conditions lead to varying image
definition and brightness. Therefore, we consider not only
simple rotating and flipping but also zooming, shearing, blur-
ring and altering brightness as polyp image augmentation
strategies.

Fig. 2 shows an example of 9 different image augmenta-
tions performed on one polyp image for use in the training
of our detection system. We rotate the image clock-wise
90, 180, and 270 degrees. We also use horizontal and ver-
tical flipping. To create different scales of polyp images,
e.g., Fig. 2-(d) and (e), we perform zoom-in and out with
specific zooming parameters; i.e., 10% and 30% zoom-in.
We perform four different shearing operations: two along the
x-axis to shear the images from left to right and two along
the y-axis to shear them from top to bottom. For blurring the
image in Fig. 2-(b), we apply Gaussian filtering with specific
standard deviation parameters. Finally, brightness control,
e.g., Fig. 2-(f) and (g), is performed by adjusting the image
intensity using the specific contrast limit for generating bright
and dark images.
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FIGURE 2. Example of polyp image augmentation. (a) original polyp
image frame, (b) blurred image with 1.0 of standard deviation,
(c) 90 degree rotated image, (d) 10% zoom-in image, (e) 30% zoom-out
image, (f) dark image, (g) bright image, (h) sheared image by y-axis,
(i) sheared image by x-axis.

Using the above mentioned augmentations, we design four
different augmentation strategies to compare the augmenta-
tion effect of the deep-CNN based polyp detection in polyp
image and video databases. First, for training the detector sys-
tem, we use only original images without any augmentation
(w/o augmentation). Second, we apply three rotations of 90,
180, 270 degrees and horizontal/vertical flips to the original
images (Rot-augmentation).

Third, for Augmentation-I, we aim to consider more dif-
ferent shapes of polyps. Therefore, we apply four different
types of shearing to each original image. Furthermore, three
zoom-out (10, 30 and 50%) and one zoom-in (10%) aug-
mentations are applied to the original images and the three
rotated and flipped images. Because detection of small size
polyps within image frames is much more difficult than that
of large size polyps, we apply imbalanced zooming, i.e., three
zoom-out and one zoom-in. For those polyps located near
the four corners of the image frames, much of the polyp can
disappear after the zoom-in process, as a result, these aug-
mented images are excluded for training our model. The total
number of training images after applying the Augmentation-I
(Aug-I) is 18594.

Lastly, for Augmentation-II (Aug-II), we further con-
sider different resolution and brightness of the colonoscopy
image frame. This might be helpful for polyp video detec-
tion with different variations of frames. We adopt all
augmented images used in Aug-I, and add one final augmen-
tation consisting of blurring, brightening and darkening the
original, three rotated and two flipped images. In this way,

we generate 28600 images, producing the largest augmented
training dataset.

Note that for the parameters of zooming, blurring and
brightness augmentations could be changed a bit depending
on the resolution and brightness of the original image and
minimum and maximum polyp size of each polyp image
frame.

B. REGION PROPOSAL METHOD
In this study, we adopt the region proposal network (RPN)
which was introduced in the Faster R-CNN method [19] to
obtain polyp candidate regions in polyp frames.

Here, we briefly introduce how the RPN method works.
The RPN takes any size of input images and outputs a number
of rectangular shaped region proposals, each with an object-
ness score. Each region is expressed by (x, y, w, h), where x, y
is the object position of the top-left corner and w, h represents
the width and height of the object. The input training image
is passed by the pre-trained deep-CNN as shown in Fig. 1.
This network can be trained from scratch or pre-trained by
a large-scale dataset. Usually the feature map of the last
convolutional layer in the whole network (e.g., conv5 layer
on VGG network in [20]) is used for the RPN.

The RPN slides a 3×3 window on the feature map. Then,
each slidingwindow ismapped into a fixed size feature vector
followed by two sibling 1×1 fully connected layers; i.e., a
box-regression layer to predict location (x, y, w, h) of propos-
als and a box-classification layer to predict object (polyp and
background) scores (please see [20, Fig. 3] for details). At the
center of each sliding window, k reference boxes (anchor
boxes) are generated to make the system less sensitive to
changes in the shape of objects. The fixed k=9 anchor boxes
with three different scales and aspect ratios are used in the
original paper [20]. However, in this study, we use k=12 with
four scales [0.25, 0.5, 1.0, 2.0] and three aspect ratios [0.5,
1.0, 2.0] to consider larger variations of polyps. For each
k proposal, RPN predicts the locations and class scores.

C. FAST R-CNN DETECTOR
The second module of the Faster R-CNN is object detec-
tor which was introduced in the Fast R-CNN work [19].
As shown in Fig. 1, the inputs of the detector are image
frame and corresponding region proposals obtained from the
previous RPN step. The input image frame is passed by
several convolutional and pooling layers of the deep-CNN
to produce feature map of the last convolution layer. Then,
each region proposal which is also called the region of interest
(RoI) is sent to a RoI pooling layer to generate a fixed-size
feature vector from the feature map.

Note that for different sized RoIs, the same fixed-size fea-
ture vector is needed because the following fully connected
layer, adopted from a pre-trained network expects the same
size input [19]; and, in the RoI pooling layer, each rectangular
region expressed by height (h) and width (w) is projected onto
the feature map. Then, simply max-pooling is executed to
generate a fixed size feature vector; i.e., h×w region proposal
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is max pooled using a sub-window of size h/H×w/W , where,
H and W are network model dependent fixed parameters;
i.e., it should be compatible with the first fully connected
layer of the model.

In this study, we use the Tensorflow framework to imple-
ment a Faster R-CNN, where instead of using the RoI pooling
layer, ‘crop and resize’ operation which was recently adopted
in [33] and [34]. This operation utilizes the bi-linear interpo-
lation tomake the same purpose fixed size feature vector. And
then, each vector is fed into two sibling layers, a softmax layer
and a box regression layer, the former to estimate class score
and the latter to refine the proposal coordinates.

D. IMAGE TRANSFER LEARNING WITH
PRE-TRAINED DEEP CNN
Transfer learning is an efficient technique for applying a deep
learning approach to many applications [15], [18], [30]. It is
especially advantageous for training when there is a paucity
of available labeled training data. To apply the transfer learn-
ing scheme, we utilize a pre-trained network trained by large-
scale natural images. Then, we aim to fine-tune our detection
system with the available polyp training dataset.

For a CNN network, we consider a recent deep-CNN
model, i.e., ‘Inception Resnet’ [35]. The Inception Resnet
shows the state-of-the-art classification performance in many
different challenging datasets [35] and also in object detection
tasks [33]. This network combines the advantages of both
recent Resnet, [36], i.e., residual learning: adding residual
connections between stacked layers to obtain optimization
benefit, and Inception [37], [38] networks, i.e., inception
module: design parallel paths of convolution with different
receptive field sizes to capture various types of features. In the
Inception Resnet the combined Inception-Resnet modules
(Inception-Resnet-A, B and C in [35]) were used for the
efficient training of a deep network. Each Inception-Resnet
module is repeated several times, with the total depth of the
network being over 100 layers. Two versions of Inception
Resnet have been introduced in [35] and we use a deeper
version called Inception Resnet-v2. More detailed informa-
tion about the network architecture and implementation is
available in [35] and [39].

The deep-CNN network was pre-trained on
Microsoft’s (MS) COCO (Common Objects in Context)
dataset [40]. This dataset is well known for having a
large amount of object instances per image as com-
pared to other large-scale datasets such as ImageNet and
PASCAL [20], [40]. For training of the deep-CNN, 112K
images (i.e., 80K of ‘2014 train’ and 32K of ‘2014 val’
images [33]) were used. This training dataset contains 90 dif-
ferent common object categories such as a people, bicycles,
dogs, cars etc.

E. TRAINING DETECTOR
In the initial Faster R-CNN work [20], the RPN and the Fast
R-CNN detector were trained by sharing CNN features via
a 4-step alternating training scheme. Later, more efficient

end-to-end joint training was suggested by the same
authors, and used in Tensorflow implementation for a Faster
R-CNN [33]. For the fine-tuning of the detector systems,
trained weights of the pre-trained model are used for initial
weights and all weights of new layers for the RPN and the
Fast R-CNN detector are randomly initialized.

For training of RPN, the positive and negative training
samples should be selected from the anchor boxes by com-
puting IoU (Intersection-over-Union) with the ground truth of
the object location. In the Faster R-CNN work [20], 0.3 and
0.7 IoU values were adopted. Specifically, when the anchor
has an IoU overlap higher than 0.7 with the ground truth
location, a positive label is assigned. A negative label is
assigned when the IoU overlap is lower than 0.3. However,
this valuemay not be optimal for polyp detection tasks. In this
study, we compare the detection performance of different IoU
values and we choose 0.3 and 0.6 for selection of negative
and positive training samples. We include this comparison
results in Table 2. As used in [20] and [33], to avoid the high
overlap of proposals and detection output, non-maximum
suppression (NMS) is adoptedwith 0.7 of IoU for training and
0.6 of IoU for testing. For each image frame, the maximum
number of proposals is set to 300.

We use the stochastic gradient descent (SGD) method
with a momentum of 0.9 [32], as used in the Faster
R-CNN work [20]. In each iteration of the RPN training,
256 training samples are randomly selected from each train-
ing image where the ratio between positive (‘polyp’) and
negative (‘background’) samples is 1:1. We set the maximum
number of epochs to 30 with the learning rate equal to 1e-3.

F. FALSE POSITIVE LEARNING
For reliable polyp detection supporting tools, the small FP,
i.e., false alarms, is desirable from clinical point of view.
However, in polyp detection task, existence of the polyp-
like false positives (FPs) is a major difficulty. More specif-
ically, in a colonoscopy video recording, some parts closely
resemble polyp characteristics such as, circle shaped light
reflections, and overexposed regions, intestinal contents and
black hole parts from luminal regions [27] and these would
be incorrectly detected as polyps. These FPs result in perfor-
mance degradation (especially in precision) in colonoscopy
video detection.

In this study, we use the publicly available CVC-CLINIC
dataset to train the detector system. In this dataset, only
612 image frames with polyps and corresponding polyp
positions are provided. As we mentioned in Section II-E,
the detector system is trained with the polyp objects
(i.e., positive samples) based on the annotated ground truth of
polyp masks and specified IoU values. The negative samples
for training (i.e., normal background regions) are randomly
selected within the polyp image frames. It is difficult to have
exact bounding boxes around the polyp-like mimics for the
randomly selected negative samples. Therefore, the detector
system, which is only trained with the polyp images, tends
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to have many polyp-like FPs when testing the colonoscopy
videos.

FIGURE 3. Procedure of the proposed false positive learning scheme.

To overcome this problem, we propose an automatic
FP learning scheme in order to make a more robust detec-
tion system. Fig. 3 illustrates the proposed procedure for
automatic FP learning. We use the 5 normal videos from
10 ASU-Mayo normal video dataset (see Section III) to col-
lect detected polyp-like FPs. Note that any annotated training
dataset (e.g., polyp images frames, polyp videos and normal
videos) can be used for collecting polyp-like FPs. Using
the initial detector system trained by the 612 polyp images,
we first test these 5 videos in order to collect polyp-like FPs
with the corresponding bounding box locations (x, y, w, h).
Among the collected FPs, we only select strong FPs which
have high polyp-scores, i.e., we use class-score information
from the detector system. Then, the initial detector system is
re-trained with the selected polyp-like FPs and corresponding
bounding boxes.

In this study, we set the 99% of score threshold to select
FP detections commonly considered as a polyp from the
different normal colonoscopy videos. If we set a smaller score
threshold, then there will be a large variation in FP detections
and it would make it difficult to train the detector system.
After collecting the FPs, we apply the image augmentation to
increase the number of training samples.

For image augmentation of selected FPs, 5 rotations of
the original images are applied. This is because the polyp-
like FPs and corresponding bounding boxes are automatically
detected by the previous detector system and they have high
polyp-scores. We expect that the re-trained system will be
robust in reducing the number of FPs after this FP learning
process, which efficiently increasing the detection precision.

Fig. 4 shows several examples of the selected FP images
from the 5 normal training videos. The FPs have features sim-
ilar to real polyps, with over 99% on the polyp-score. 654 FP
images and bounding boxes are automatically collected, and
after augmentation 3922 images and bounding boxes are used
for FP learning.

G. OFF-LINE LEARNING FOR VIDEO DETECTION
Even though transfer learning and image augmentation
techniques are applied to the detection systems, it is still
challenging to obtain high detection performance in some
colonoscopy videos due to: large variation of polyps with

FIGURE 4. Example of automatically selected FP regions (represented by
the green box). Upper left: circle shaped water bubble, Upper right: circle
shaped light reflection, Bottom left: circle shaped reflection from camera,
Bottom right: intestinal content.

respect to scale and location; variable camera viewpoints
and lighting conditions. In addition, each colonoscopy video
has different types of FPs. Therefore, it is quite difficult to
improve performance given the limited training dataset.

FIGURE 5. Procedure of the post off-line learning scheme.

In this section, we propose a simple video-specific post
learning process for the purpose of off-line analysis of each
colonoscopy video. Fig. 5 illustrates the proposed off-line
learning procedure. We use our detector system trained by
the initial training dataset (Aug-I) for the reliable detection
of new polyp regions in each test video. On each video,
we first run the Aug-I model to collect reliable polyp regions
and generate corresponding binary polyp masks for further
training. Secondly, we apply augmentations to the collected
polyp regions and the corresponding polyp masks. We retrain
the detector system using those collected polyps from the
video being tested. Finally, we test the video again using
the new trained detector system. We define this framework
as offline learning process because the model is retrained
after the entire video is tested not while it is being tested
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(online-learning). We expect that after this video-specific
off-line learning process it will be possible to detect larger
variations of polyps in each video. At the same time,
the detector can learn video specific FPs.

III. EXPERIMENTAL DATASETS
In this study, we use publicly available polyp-frame
datasets, CVC-CLINIC [10] and ETIS-LARIB [41], and
two colonoscopy video databases, ASU-Mayo Clinic
Colonoscopy Video dataset [12] and CVC-ClinicVideoDB
dataset [31]. These datasets were used in the recent chal-
lenge ‘Endoscopic Vision Challenge’ in MICCAI (Medical
Image Computing and Computer Assisted Intervention) 2015
conference [27].

The CVC-CLINIC dataset contains 612 polyp image
frames with a pixel resolution of 388×284 pixels in SD (stan-
dard definition). All images were extracted from 31 different
colonoscopy videos which contain 31 unique polyps. The
ETIS-LARIB dataset comprises 196 polyp images which are
generated from 34 colonoscopy videos. Each image has an
HD (high definition) resolution of 1225×966 pixels. This
dataset contains 44 different polyps with various sizes and
appearances. At least one polyp existed in all 196 images,
with the total number of polyps being 208. All ground
truths of polyp regions for both datasets were annotated
(e.g., see Fig. 6) by skilled video endoscopists from the corre-
sponding associated clinical institutions. Both CVC-CLINIC
and ETIS-LARIB polyp-frame datasets were used for the
polyp localization challenge [27]. In this study, for a fair com-
parison of detection performance with the challenge results,
we follow the same evaluation strategy used in the challenge,
i.e., 612 images from the CVC-CLINIC dataset were used
for the training of detection systems and 196 images from the
ETIS-LARIB dataset were used for evaluation.

For the evaluation of polyp detection in colonoscopy
videos, we use two different video databases. TheASU-Mayo
Clinic Colonoscopy Video dataset contains 20 training and
18 testing videos. Due to license problems the ground truth
of the test set is not available. Therefore, in this study, we use
only the 20 training videos for the evaluation of proposed
detection schemes. These 20 videos consist of 10 positive and
10 negative videos; i.e., positive videos include some polyp
image frames and negative videos are normal frames with no
polyps. In 10 positive videos, there are a total of 5402 frames
with a total of 3856 polyp frames. In 10 negative videos,
there are 13500 frames without polyps. Each frame of the
video database comes with a binary ground truth in which
each polyp is annotated by clinical experts. Each positive
video includes a unique polyp. Within each video, there is
a large degree of variation with respect to scale, location and
brightness. In addition, some polyp frames include artifacts
such as tools for water insertion and polyp removal.

The recent CVC-ClinicVideoDB video dataset comprises
18 different SD videos of different polyps. In this dataset,
10025 frames out of 11954 frames contain a polyp, and the
size of the frames is 768 × 576. Each frame of the video

databases comes with a binary ground truth, in which each
polyp is annotated by clinical experts. Each positive video
includes a unique polyp. Within each video, there is a large
degree of variation with respect to scale, location and bright-
ness. In addition, some polyp frames include artifacts such as
tools for water insertion and polyp removal.

We use both the ASU-Mayo Clinic and the ClinicVideoDB
Colonoscopy Video databases to examine the overall polyp
detection performance of the model that was trained by the
612 images of CVC-CLINIC dataset. In case of ASU-Mayo
Clinic dataset, we use the 10 positive and 5 negative videos
for testing the detection systems. For evaluation of the pro-
posed FP learning scheme, which is explained in Section II-F,
we use the remaining 5 negative videos to collect some
normal images and then retrain the trained model with the
collected normal parts.

IV. RESULTS AND DISCUSSION
A. EVALUATION METRICS
In the context of this study, we use the term ‘‘polyp detection’’
as the ability of the model to provide the location of the polyp
within a given image. We use the same evaluation metrics
presented in the MICCAI 2015 challenge [27] to perform fair
evaluation of our polyp detector performance and benchmark
our results with the results from the challenge. Since the
output of ourmodel is the four rectangular shaped coordinates
(x, y, w, h) of the detected bounding box, we define the
following parameters as follows:
True Positive (TP): correct detection output if the detected

centroid falls within the polyp ground truth.
False Positive (FP): any detection output in which the

detected centroid falls outside the polyp ground truth.
False Negative (FN): polyp is missed in a frame containing

a polyp.
True Negative (TN): no detection output at all for negative

(without polyp) images.
Note that if there is more than one detection output, only

one TP is counted per polyp. Based on the above parameters,
the three usual performance metrics, i.e., precision (pre),
recall (rec) and specificity (spe) can be defined:

Pre=
TP

TP+ FP
, Rec =

TP
TP+ FN

, Spe =
TN

FP+ TN
(1)

Furthermore, to consider balance between precision and
recall we also use F1 and F2 scores which are:

F1 =
2× Pre× Rec
Pre+ Rec

, F2 =
5× Pre× Rec
4× Pre+ Rec

(2)

We further include followingmetrics to evaluate performance
of polyp detection performance in colonoscopy videos [31]:
Polyp Detection Rate (PDR):measure to know if a method

can find the polyp at least once (100%) or not (0%) in a
sequence of polyp video frames.
Mean Processing Time per Frame (MPT): It is the actual
detection processing time taken by a method to process a

frame and display the detection result.
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Reaction Time (RT): Defines how fast a method reacts
when a polyp appears in a sequence of video frames. It can
be compute in two ways as follows:

in frames: It calculates the delay in frame between first TP
detection and first appearance of the polyp in a sequence.

in seconds:Considering 25fps, it calculates the delay in
seconds between first TP detection and first appearance of
the polyp in a sequence.

B. EVALUATION OF POLYP FRAMES
In this section, we report the performance of our polyp
detection system, trained with 612 CVC-CLINIC dataset
on still frame images using the 196 ETIS-LARIB dataset.
Table 1 shows the evaluation results for the four different
image augmentation strategies utilized.

TABLE 1. Comparison of polyp frame detection results using four
different augmentation strategies.

The results presented in Table 1 show that when the
detector model is trained with a large number of training
images such as Aug-I and –II, it shows better detection per-
formance than that trained with a small number of images.
This means that having a large enough training sample with
more variation leads to performance improvement. However,
even though the detector model with Aug-II has a much
larger number of training images (28600 images) than the
Aug-I (18594 images), the Aug-I shows better detection per-
formance in terms of recall, F1 and F2 scores.

In Fig. 6, we investigate some testing polyp frames from
the ETIS-LARIB dataset which are not correctly localized by
Aug-II but are correctly localized by Aug-I. The polyps in
these three frames are very difficult to see via the naked eye.
The second row shows that all but one polyp from the first
column is successfully detected based on Aug-I, while the
detector system based on Aug-II did not detect any polyps at
all (see third row).

We surmise that the reason is because we apply image
augmentation consisting of additional blurring, brightening
and darkening into the low definition training dataset during
Aug-II to detect polyps in the high definition test dataset.
Such augmentation methods can have a detrimental effect on
image quality, making it more difficult to form clear polyp
features during the training stage. This results in difficulty
detecting unclear polyps as shown in Fig. 6, as well as result-
ing in much less TP (148) compared with the Aug-I (167)
in Table 1. Perhaps other augmentation strategies will

FIGURE 6. Detection examples of difficult polyps in ETIS-LARIB test
images. The first row shows the ground truth images of the test images
below. The second and third rows represent detection results from
Augmentation-I and Augmentation-II respectively.

improve detection performance. We note that it is important
to fully consider domain-specific characteristics as well as the
image quality of the training and test dataset when applying
augmentation to increase the number of training samples.

In this study, we use a transfer learning scheme with a pre-
trained deep-CNN model, i.e., Inception Resnet trained by
MS COCO dataset (Section III-D). For all results in Table 1,
the pre-trained model was applied and then we fine-tune the
model with specific augmentation strategies. We evaluate our
best detection model (Aug-I) using the concept of training
from scratch [15]; i.e., Inception Resnet is randomly initial-
ized and trained with only Aug-I training images. In this case,
we obtain very poor detection results, i.e., 33.7% of recall
and 27.1% of precision, compared with the transfer learning
based model. The poor results are related to the number of
original training images. We only have 612 images, which
are not enough to extract rich features from such a deep-CNN
model even after applying our augmentations.

TABLE 2. Comparison of polyp frame detection results using four
different IoU combinations.

As mentioned in Section II-E, in Table 2, we compare
detection performance of different IoU values for selection
of positive and negative training samples. We use the Aug-I
training images to train a detector system with different
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FIGURE 7. Visualization of CNN channel activations for a test image after
training the Aug-I based detection model. Upper left: detection output for
the test image, Upper right: Activations on all convolutional
channels (192) at 1×1 convolutional layer in Inception-Resnet-B module,
Bottom left and right: Activation map for the specific channel indicated by
the left and right yellow box at the upper right figure.

combinations of IoU values represented in Table 2. The
results show that there is no perfect winner in all performance
metrics, and the performance difference is not large among
different IoU selections. We use the 0.6 and 0.3 IoU values in
this study since these values show the smallest number of FP.

Fig. 7 illustrates channel activations of a specific CNN
layer after training the Aug-I based polyp detection model.
To fairly examine polyp activations, we choose a polyp image
(upper left in Fig. 7) which is correctly detected by the Aug-I
model with 100% class score. Then, we visualize activations
on 192 convolutional channels (upper right in Fig. 7) at 1×1
convolutional layer of Inception-Resnet-B module in Incep-
tion Resnet [35]. The bright parts (white pixels) represent
strong activations corresponding to the same position in the
original test image [30]. As we can see in the upper right of
the figure, many different channels have strong activations at
the polyp position in the test image.

More specifically, we emphasize two specific channels
as shown in the bottom left and right of Fig. 7. These two
activations correspond to the left and right yellow boxes at
the upper right of the figure. We observe that the channel in
the bottom left has strong activations inside the polyp part.
On the other hand, the bottom right channel activates on edges
of the polyp. This means that both channels extract polyp
features efficiently and may contribute to polyp detection
with high score.

C. COMPARISON WITH OTHER METHODS
In Table 3, we compare the detection performance of our
model with the results of those of other teams in the

TABLE 3. Comparison of polyp frame detection results with other studies.

2015 MICCAI challenge [27] in which the exact same
dataset was used. We include the top three results from each
team: CUMED, OUS and UNS-UCLAN. All three teams
used CNN based end-to-end learning for the polyp detec-
tion task. CUMED employed a CNN based segmentation
strategy [41] where pixel-wise classification was performed
with ground-truth polyp masks. The OUS team adopted the
AlexNet CNN model [32] along with the traditional slid-
ing window approach for patch-based classification [27].
The UNS-UCLAN team utilized three CNNs for feature
extraction of different spatial scales and adopted one
independent Multi-Layer Perceptron (MLP) network for
classification [27]. We also include the combined detection
performance from the top two teams (CUMED & OUS)
which was presented in [27, Table 4].

As can be seen in Table 3, the results of our detection mod-
els based on Aug-I and -II are better than the results of each
team in terms of all performance metrics: precision, recall,
F1 and F2 scores. Specifically, our Aug-I model achieved a
much larger TP, correctly detecting a total of 167 polyps out
of a total 208 polyps in the ETIS-LARIB dataset, and with a
smaller FP compared to all other teams. Furthermore, our best
model outperforms on all performance metrics the combined
two best teams (CUMED&OUS). This means that the Faster
R-CNN method, with the appropriate augmentation strate-
gies, is very promising for polyp detection tasks compared
to other CNN based methods.

Due to the use of different computer systems (mainly
affected by GPU in deep learning), it is difficult to compare
detection processing time directly. In this study, for testing
of detection processing time, we use a standard PC with a
NVIDIA GeForce GTX1080 GPU. We compute a detection
time for each test image frame and averaged over all test
images. The mean detection processing time (MPT) is about
0.39 sec per frame. Based on Table 1 of [27], the OUS
and UNS-UCLAN have the same 5 sec processing time per
frame, and the CUMED has 0.2 sec in NVIDIA GeForce
GTX TITAN X GPU. Since we use a recent deep CNN
model in our system detection times are not very fast. How-
ever, it is comparable with other CNN based polyp detection
systems.

40958 VOLUME 6, 201893



Y. Shin et al.: Automatic Colon Polyp Detection Using Region-Based Deep CNN and Post Learning Approaches

FIGURE 8. Example of correct polyp detections in 10 positive videos using the Augmentation-I trained detector model.

D. EVALUATION OF COLONOSCOPY VIDEOS-I
In this section, we first evaluate the performance of the
four different augmentation strategies on colonoscopy videos,
in which polyp and normal mucosa (without polyp) frames
are included. We evaluate 10 ASU-Mayo positive videos
where one unique polyp is included with various changes in
each video (see Section III). Table 4 presents the results of the
four augmentation strategies on the 10 positive videos. Again,
Aug-I and –II show much better improvement in all perfor-
mance metrics compared to the smaller number of training
samples (i.e., w/o and Rot-augmentation). Consistently with
Table 1, Aug-I shows the larger number of TP (which results
in a better recall) than Aug-II, while Aug-II has the smaller
number of FP (which results in a better precision) than Aug-I.

TABLE 4. Comparison of polyp detection results using four different
augmentation strategies on 10 AUS-MAYO positive videos.

Fig. 8 shows correct polyp detection from 10 different
videos. The model used is based on Aug-I, the same as used
in Table 3. It successfully detects all 10 different types of
polyps.

More specifically, in Table 5, we compare the detection
results of all the frames from all 10 videos using three differ-
ent models: our best model based on Aug-I; and two proposed
post learning methods, automatic FP learning and off-line
learning, the latter both trained with the trained model based
on Aug-I.

TABLE 5. Polyp detection results for 10 positive videos (each video has at
least one polyp frame).

In 10 positive videos, the total number of polyp and normal
image frames is 3856 and 1546 respectively. Themodel based
on Aug-I can correctly detect 3137 polyps out of 3856 with
1145 FPs, resulting in a recall of 81.4% but a precision
of 73.3%. Compared to the still frame test results in Table 3,
the recall is similar (the difference is just 0.9%) but the
precision is much degraded (13%) for the same model.

One reason for the high FP rate of this result is that
some polyps did not clearly appear as shown in the first
column of Fig. 9 and therefore were not annotated by experts.
We noticed these missed annotated polyps based on the
ground truth of constitutive frames in each video. However,
our detection model Aug-I did in fact detect these missed
polyps as shown in the second column of Fig. 9. Since they
were not originally annotated, the detections of Aug-I model
are considered as FPs for these frames in Table 4 and 5.

Another reason for the high number of FPs might be
because the poor colon preparation before the colonoscopy
examination in the AUS-MAYO video dataset. Therefore,
there are many normal frames with many polyp-like objects,
see Fig. 4. However, our model is trained using only polyp
image frames; consequently, our model has not learned to
distinguish polyp-like objects from actual polyps which lead
to many FPs. As expected, after applying the automatic FP
learning process (second row in Table 4), many of the FPs
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FIGURE 9. Examples of polyp image frames which were missed by
experts for polyp masking (first column) yet correctly detected by our
trained model (second column).

decrease, resulting in increased precision compared to when
the FP learning results (Aug-1) are not used.

TABLE 6. Polyp detection results for 5 negative videos (each video has no
polyp frame).

Table 6 shows the results of the proposed automatic FP
learning scheme on the ASU-Mayo 5 negative test videos
which have 6854 normal frames. After applying the auto-
matic FP learning, specificity improves by 26.6%, proving
that the proposed FP learning scheme can efficiently decrease
polyp-like FPs. We, therefore propose, that if the detection
model is only trained with positive training samples, then the
FP learning scheme will be a good tool for reliable detection
systems.

In Table 5, even though the three models show the same
100% PDR and similar RT, after applying the FP learn-
ing scheme, the FPs are significantly decrease and results
in improved precision by 14.7% compared to without FP
learning (Aug-I). In addition, after applying the off-line
learning method, we obtain better detection performance

for all metrics compared to Aug-I and obtain better recall,
F1 and F2 scores than with the FP learning scheme.

E. EVALUATION OF COLONOSCOPY VIDEOS-II
For more reliable evaluation of the proposed detection system
in video detection and to compare it with other methods,
we include the new and larger public video database, i.e.,
CVC-ClinicVideoDB (see Section III for detailed database
information).

TABLE 7. Comparison of polyp detection results using four different
augmentation strategies on CVC-ClinicVideoDB (18 videos).

In Table 7, we evaluate the effect of the different augmen-
tation strategies on 18 test videos. The results in Table 7 are
highly consistent with the results of still frame dataset
(Table 1) and 10 test video dataset (Table 4). Thus, large
training samples obtained by Aug-I and –II show much
better performance compared to the small number of train-
ing samples. However, Aug-II (the largest training samples)
shows no better performance than Aug-I in terms of Recall,
F1 and F2 scores. Therefore, we conclude that the image
augmentation has an important role to improve detection
performance. However, as shown in Fig. 6, applying many
different augmentations such as blurring and brightening to
obtain a large number of training samples does not guaran-
tee better detection performance, and we recommend that
domain-specific characteristics have to be considered before
applying augmentations.

TABLE 8. Polyp detection results for 18 positive videos (each video has at
least one polyp frame).

Table 8 lists the results of our model based on Aug-I
dataset, FP learning and off-line learning frameworks. Sim-
ilar to the 10 video results in Table 5, the off-line learning
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can improve the overall performance of the model based on
Aug-I, and the FP learning can considerably decrease the
number of FPs and leads to the best precision in Table 8.

In Table 8, we compare our results to the results in [31],
where the studies used exactly the same training and

testing datasets. In [31], it was suggested to use the
AdaBoost learning strategy to train an initial classifier based
on image patch based feature types such as LBP and/or Haar.
In their post learning process, they re-train the initial classifier
using the new selected negative examples (FPs). In the last
two rows of Table 8, Ni (e.g., HaarN1) refers to a classifier
computed with i-th re-training steps.

The results in Table 8 indicate that our models show better
performance compared to their results regarding all metrics
except the mean processing time per frame (MPT). The big
difference in performance improvement, i.e., recall, preci-
sion, F1- and F2-score, might be due to the use of the deep
CNN model instead of the hand-craft features in [31]. In our
model, the MPT highly depends on the hardware systems,
i.e., GPU and the CNN architectures. Even though we did not
optimize the method to improve the detection time, as shown
in Section IV-B, the MPT of the proposed system (390ms) is
competitive with other CNN based polyp detection methods.
In the future, we aim to optimize the network architecture
in conjunction with the GPU class to speed up the detection
time.

V. CONCLUSION
We present a deep learning based automatic polyp detection
system in this study. A Faster R-CNN method incorporated
with a recent deep-CNN model, Inception Resnet, is adopted
for this detection system. The main benefit of the proposed
system is the superior detection performance in terms of
precision, recall and reaction time (RT) in both image and
video databases. Furthermore, the proposed detector sys-
tem is simply trained using whole image frames instead of
conventional patch extraction (polyp and background) based
training. Due to the use of very deep CNN in our detector
system, the detection processing time in each frame is about
0.39 sec. This might be a disadvantage of the system and
should be improved in the future if real-time detection is
required as in standard colonoscopy. For WCE detection
systems where off-line detection is more acceptable, the time
delay may be of less importance.
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ABSTRACT One of the major obstacles in automatic polyp detection during colonoscopy is the lack of
labeled polyp training images. In this paper, we propose a framework of conditional adversarial networks
to increase the number of training samples by generating synthetic polyp images. Using a normal binary
form of polyp mask which represents only the polyp position as an input conditioned image, realistic polyp
image generation is a difficult task in a generative adversarial networks approach. We propose an edge
filtering-based combined input conditioned image to train our proposed networks. This enables realistic
polyp image generations while maintaining the original structures of the colonoscopy image frames. More
importantly, our proposed framework generates synthetic polyp images from normal colonoscopy images
which have the advantage of being relatively easy to obtain. The network architecture is based on the use
of multiple dilated convolutions in each encoding part of our generator network to consider large receptive
fields and avoid much contractions of a feature map size. An image resizing with convolution for upsampling
in the decoding layers is considered to prevent artifacts on generated images. We show that the generated
polyp images are not only qualitatively realistic, but also help to improve polyp detection performance.

INDEX TERMS Colonoscopy, convolutional neural network, dilated convolution, generative adversarial
networks, polyp detection.

I. INTRODUCTION
Colorectal cancer (CRC) is the second leading cancer to cause
deaths for both genders [1]. CRC arises from adenomatous
polyps which are growths of glandular tissue in the colonic
mucosa. Most polyps are initially benign. However, some
of them become malignant over time, and if left untreated,
can metastasize and become lethal. Therefore, the detection
of early stage polyps is vital in preventing CRC. Currently,
colonoscopy represents the gold standard tool for colon
screening. However, colonoscopy is an operator dependent
procedure some polyps are difficult to detect even for highly
trained physicians. The polyp miss-detection rate for physi-
cians is about 25% [2]. The miss-detected polyps may lead
to a late diagnosis and critical to the patient. Therefore,
automatic polyp detection is important research and can be

helpful to improve clinician’s performance as a diagnostic
supporting tool.

Recently, the success of deep learning including
convolutional neural network (CNN) in image processing
and computer vision applications have stimulated use of
these methods for polyp detection task [3]–[5]. Detection
performance is still not acceptable for use in clinical tools
compared to other object detection tasks in natural image
domains. The main obstacle might be the lack of available
labeled colonoscopy datasets, i.e., polyp mask should be
labeled by skilled clinicians, compared to natural image
datasets. In addition, polyps show a large degree of variations
in scale, shape, texture and color. To overcome this hurdle,
the concept of transfer learning schemes using natural images
was introduced and evaluated for CNN based polyp detection
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in [6]. Increasing the number of polyp training samples is of
course highly desired in training deep networks.

In deep learning based polyp detection applications, simple
image augmentation such as rotating and flipping the original
images is generally used to increase the number of training
samples [6], [7]. Due to the large variation of polyps in terms
of shape, scale and color, applying simple image augmenta-
tion techniques have limited effect on system performance
without changing characteristics of the object and its harmony
with the background.

Generative Adversarial Networks (GAN) [8] is a frame-
work to generate artificial images by using the competitive
way of two networks: generator and discriminator. After a
huge success of GAN, conditional GAN was proposed [9] to
control the labelling of the generated images. More recently,
various conditional setting based GAN frameworks were pro-
posed in different applications such as text to image syn-
thesis [10], style transfer [11], image super resolution [18],
image to image translation [12] and segmentations [13], [14].

The generator architecture is strongly related to image
quality of generated images and many researchers were
focused on the design of proper generator architec-
tures [8], [12], [15]. Due to the simplicity and generalized
performance, a skip connection based U-net architecture,
which was originally proposed for medical image segmen-
tation purpose [16], is widely used for different signal gener-
ation applications including mage to image translation [12],
voice separation [17] and image synthesis for increasing the
number of training samples [13], [14].

Motivated by the conditional GAN approaches, in this
study, we propose a GAN based polyp image generation
framework to improve automatic polyp detection perfor-
mance in colonoscopy videos. To generate realistic polyp
images in which polyps and the backgrounds are harmonious,
we propose to combine input conditioned image with edge
filtering of colonoscopy frames and polyp mask images.
In addition, we propose a framework to generate synthetic
polyp images from normal colonoscopy images. In this way,
we can generate various abnormal polyp images while main-
taining the overall content of the colonoscopy images.

Fig. 1 shows the concept of the conditional GAN based
polyp image generation. Using the proposed edge filtering
based polyp conditioned input, a generator network gener-
ates realistic polyp images and a discriminator network dis-
criminates real (target) and synthetic (output) polyp images
with the same conditioned input by the adversarial training
process. For design of the network architecture, we use a
U-net based generator and modify the network by applying
a dilated convolution scheme [19] to avoid overly contract-
ing the image in the encoding part of the generator. In the
decoding part of the generator, we utilize an image resizing
and convolution strategy instead of the transposed convolu-
tion [20], [27].

For quantitative evaluation of generated realistic polyp
images as an image augmentation tool, we assess auto-
matic polyp detection performance. To detect polyps in

FIGURE 1. Conditional GANs based polyp image generation framework.
Input image combines edge filtering of original image and binary polyp
mask.

colonoscopy videos, we train a recent Faster Region based
CNN (Faster R-CNN) [22] method which is a state of
the art object detector in many computer vision applica-
tions [23], [24].

Recently, GAN based adversarial training has been applied
to Endoscopy images in [39]. Unlike our approach, they
focused on reverse domain adaptation, i.e., transform real
data to a synthetic-like data, to remove patient specific details
from real images and shown that performance improvement
in depth estimation task. To the best of our knowledge, real-
istic polyp image generation by the GAN framework is firstly
addressed in this study.

The remainder of this paper is organized as follows.
In Section II, the proposed image generation framework
including network architecture and preparation of input con-
ditioned images are introduced. We briefly explain the auto-
matic polyp detection procedure. In Section III, experimen-
tal datasets used in this study are described. In Section IV,
experimental results and discussions including limitations
and future research directions are presented. Finally, we con-
clude this study in Section V.

II. METHODS
This section describes the conditional GAN framework
and proposes network architectures for polyp generation.
We introduce the suggested scheme for polyp conditioned
input preparation for both training and inference and briefly
explain how we evaluate polyp detection performance of
generated polyp images using the Faster R-CNN detector.

A. CONDITIONAL GENERATIVE ADVERSARIAL
NETWORKS (GAN)
The GAN framework proposed by Goodfellow et al. [8] con-
sists of two components, generator (G) and discriminator (D).
Using the trainable adversarial loss, the G tries to fool D
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FIGURE 2. Proposed modified U-net based generator architecture. Dilated convolution in encoding layers (with dilation rate d
which is represented in each green box) and image resizing with convolution in decoding layers are adopted. Multi-scale
L1 and L2 losses are optionally used.

by learning mapping from latent space to an original image
space. At the same time, D attempts to distinguish the real
image from the generated fake image.

In the conditional GAN framework, the aim of a generator
network G is to learn a mapping G : x, z→ y where, x is an
observed input, z is a random noise vector and y is an output
generation. The loss objective of conditional GAN (LcGAN )
can be represented as follows [9]:

LcGAN (G,D) = Ex,y∼pdata(x,y)
[
logD(x, y)

]
+Ex∼pdata(x), z∼pz(z)

[
log(1− D(G(x, z))

]
,

(1)

where G(·) and D(·) denotes the output of generator and
discriminator. The Ex,y∼pdata(x,y) represents the expectation of
the log-likelihood of the input and output image pair (x, y)
which is sampled from the underlying probability distribution
of pdata(x, y), while pdata(x) corresponds to the distribution of
input image x. To generate realistic images, normally L2 [25]
or L1 [12], [13] loss between generated output and original
ground truth was considered in the final loss as

LL1,L2 (G) = Ex,y∼pdata(x,y),z∼pz(z) ‖y− G(x, z)‖1 or 2 . (2)

As shown in Fig. 2, we also adopt a similar concept, but we
use more L1 and L2 losses in each decoding layer. We will
discuss more about this intermediate losses in the last para-
graph of Section II-B. The final loss function becomes

G∗ = argmin
G

max
D

LcGAN (G,D)+ λLL1,L2 (G), (3)

where λ is a parameter to control balance between two differ-
ent loss terms. In the first term, LcGAN , D tries to maximize
the probability to make a correct prediction, while G tries to
minimize the objective competitively during the training.

B. NETWORK ARCHITECTURES
A generator network basically follows the U-net [16] archi-
tecture which is based on the encoder-decoder network with
skip connections. The skip connections provide precise local
information from each encoding layer to decoding layer. This
network architecture was successfully applied to many GAN
studies [12]–[14], [17]. We adopt this architecture in our
study but modify two main points of the generator network
to improve quality of generated images. Fig. 2 shows our
modified generator architecture. We use stride-2 convolution
to contract the feature map size in the encoding part and
skip connections for the decoding part as used in previous
studies [12], [13].
Additionally, we use a dilated convolution with different

dilation rates in each encoding layer. The dilated convolution
is a convolution with different filter size defined by the dila-
tion rate d [19]. As shown in Fig. 3, a dilated convolution
with d = 1 is exactly same as the normal 2-D convolution.
If the d is greater than 1, it performs convolution with d holes,
i.e., d − 1 zeros are filled between consecutive parameter
values of the convolution filters. Therefore, by using a dilated
convolution, we can increase the size of receptive filed while
keeping the same number of parameters.
To consider large receptive fields in CNN, normally,

down sampling (i.e., pooling) is performed after the con-
volution layer. However, it is known that too much con-
traction by down sampling causes difficulty in generating
detailed images in the up sampling part [19], [26]. On the
other hand, use of multiple dilated convolutions in the same
layer has advantages in considering large receptive fields
and reducing much contractions of the last feature map
size.
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FIGURE 3. Explanation of Dilated convolution with dilation rate 1 and 2.
Dilation rate 1 is same to normal 2-D 3 × 3 convolution. Receptive field
size is increased with dilation rate 2 while keeping the same number of
parameters.

To take this advantage in our polyp generation task, we use
multiple dilated convolutions in each encoding part of our
generator network as shown in Fig. 2. As a result, we can have
less contraction of the feature map size in the last encoding
layer, i.e., the feature map size of our model is 32 × 32,
compared to the conventional U-net based architecture which
has 1×1 feature map size in the last encoding part. We expect
that this has the advantage of creating detailed image in the
decoding part of the generator. Furthermore, due to the use
of dilated convolution in our model, we can decrease the
number of learnable parameters compared to the U-net based
model. After applying multiple dilated convolutions in each
encoding layer, we performed channel-wise concatenation for
all results. We then use a 1 × 1 convolution to have a fixed
number of channels before down sampling.

Let’s focus on the up sampling part in the decoding layers
of the generator network. After encoding, up sampling is cru-
cial to generate higher resolution image which has the same
size of the original image in CNN based applications such as
segmentation and image synthesize. Normally the transposed
convolution (also known as fractionally strided convolution)
scheme is widely used for up sampling [27]. However, it is
known that the transposed convolution tends to have trou-
blesome artifacts such as checkerboard pattern [20], [21].
We also observed in our experiments that the U-net based
generator using the transposed convolution makes similar
artifacts in the generated polyp images. Therefore, in our
model, we adopt a simple resize and convolution strategy
which is suggested by [20] and [21]. The image is first
resized (by a factor of 2) for higher resolution with nearest
neighbor interpolation. Then, normal 3 × 3 2-D convolution
is performed.

Optionally, in the decoding part, we use intermediate
L1 and L2 loss terms to train our generator network. Thus,
we use a L2 loss term in the first decoding layer to form
initial blurred shape of generated image. At the same time,
L1 loss terms are used in the second and last decoding layers
to encourage sharp detailed image generation. To compute
intermediate loss with 64 × 64 and 128 × 128 generated
images, the original ground truth image is resized to the same
size of the generated images. We observe that even though

the quality of generated images from this optional strategy is
similar to use of the one last L1 loss term, we obtain slightly
smaller final training loss with themultiple loss terms. For the
discriminator network, we simply utilize the widely used con-
volution based classification architecture suggested in [12].
For both generator and discriminator, we use an Exponential
Linear Unit (ELU) activation function [28] after convolution
operation.

C. INPUT CONDITIONED IMAGE PREPARATION
For training conditional GAN framework, a pair of images,
i.e., input conditioned image and original ground truth image
(represented by Input and Target respectively in Fig. 1), are
needed.We used ground truth of polypmasks, e.g., Fig. 4-(c),
which represent position of polyps in each image frame
by skilled clinicians as input conditioned images. However,
we found that if we only use the polyp mask, the structure
of background part does not look real and the harmony of
the polyp and background parts become unnatural. To over-
come this, we suggest a combined input conditioned image
as shown in top figures (a)-(d) of Fig. 4. First, we apply a
conventional Canny edge detector [29] to the original polyp
image frame (a) to obtain contour information of colonoscopy
image (b). Then, we combine this edge filtered image with
the polyp mask image (c) to specify the position and shape
of the polyp. With this combined input image (d), we can
generate more realistic polyp images which maintain the
overall context of colonoscopy image frames. Image gener-
ation results from combined input and simple polyp mask are
shown in Fig. 6 and Fig. 7, respectively.

D. NORMAL IMAGE TO POLYP IMAGE GENERATION
In the inference stage, we also need input conditioned images
to generate synthetic polyp images. Our final goal is to
improve polyp detection performance using generated syn-
thetic polyp images. For this, we aim to generate new unique
polyp images without use of original polyp image frames.
Therefore, we propose a procedure to generate input condi-
tioned images for inference time using normal colonoscopy
image frames which are relatively easy to obtain because
mask labeling by skilled clinicians is not required.

Fig. 4 bottom figures (e)-(h) show the procedure to gener-
ate an inference input conditioned image. Using any normal
(without polyp) colonoscopy image shown in (e), the edge
filtered image (f) using the Canny edge detector is obtained.
We combine a synthetic polyp mask (g) with the edge filtered
image. To make new and unique shapes of polyp, we generate
synthetic polyp masks using the training polyp masks by
applying different combinations of image augmentation tech-
niques such as rotation, scaling, position translation, and per-
spective transform with randomly selected parameters [30].

E. POLYP OBJECT DETECTOR
To investigate whether the generated synthetic polyp images
are effective as an augmentation tool, we evaluate the polyp
detection performance. A comparison of the polyp detection
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FIGURE 4. Procedure of generating input conditioned image for training (a)-(d) and inference (e)-(h). First, edge filtering image is obtained from
original image. Then, polyp mask is combined with the edge filtering image.

FIGURE 5. Polyp detection framework using Faster R-CNN object detector.
Pre-trained deep CNN (Inception-Resnet) is used for Faster R-CNN. Then,
whole networks is fine-tuned using polyp training dataset.

performance trained by two different training datasets,
i.e., the original training samples and the new training sam-
ples consisting of original samples and newly generated polyp
images, is performed. For evaluation of polyp detection per-
formance, we use a Faster R-CNN detection method [22]
which is the state-of-the-art deep CNN based object detection
algorithm [23], [24].

Fig. 5 illustrates the Faster R-CNN based object detection
framework using polyp images. To train the networks, polyp
images and the corresponding polyp locations, i.e., rectan-
gular shaped bounding box represented by 4 location values
(xmin, xmax, ymin, ymax) are needed. Faster R-CNNmethod
employs a region proposal network (RPN) to propose candi-
date object regions. The RPN works within the pre-trained
deep CNN, i.e., usually the feature map of the last convo-
lutional layer is used for the RPN [22]. Using the features

extracted by the CNN and the corresponding object regions,
classification and box regression layers are trained to detect
polyp with corresponding polyp scores and regions. For the
pre-trained deep CNN, we use a recent Inception Resnet [31]
trained by Microsoft’s (MS) COCO (Common Objects in
Context) dataset [32]. This training dataset contains 112K
images of 90 different common object categories such as
dogs, cats, cars, etc. We fine-tune whole detector networks
using our polyp training datasets. More detailed information
about the Faster R-CNN and pre-trained network are avail-
able in [24] and [31].

F. TRAINING SETUP
For training of our conditional GANs, Adam optimizer [33]
with 0.5 of momentum and 0.0002 of learning rate is adopted.
Batch size is set to 1. In the generator network, instance
normalization is used after convolution. In each encoding
layers except first, 0.5 of dropout is applied after normal
2-D convolution. Before the training, the input images of
256×256 are resized to 312×312 and then randomly cropped
back to 256× 256 for applying random jittering [12].

For training of Faster R-CNN, we use the stochastic gradi-
ent descent (SGD) method [34] with a momentum of 0.9 with
batch size of 1. In each iteration of the RPN training,
256 training samples are randomly selected from each train-
ing image where the ratio between positive (‘polyp’) and neg-
ative (‘background’) samples is 1:1. We set the learning rate
equal to 1e-3. For other parameters such as non-maximum
suppression (NMS) and maximum number of proposals,
we use default values which were used in the original Faster
R-CNN work [22].
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FIGURE 6. Results of the generated polyp images (c) from corresponding each column of the combined input image (b) obtained from the normal
image (a).

III. EXPERIMENTAL DATASETS
We used publicly available polyp-frame dataset, CVC-
CLINIC [35], and a colonoscopy video databases, CVC-
ClinicVideoDB dataset [36].

The CVC-CLINIC dataset contains 612 polyp image
frames with a pixel resolution of 388 × 284 pixels in SD
(standard definition). All images were extracted from 31 dif-
ferent colonoscopy videos which contain 31 unique polyps.
All ground truths of polyp regions were annotated by skilled
video endoscopists. This dataset is used for training our
GANs to generate synthetic polyp images and training the
Faster R-CNN object detector to compare polyp detection
performance with the generated synthetic polyp images.

Normally, large number of training samples is preferable
to train deep neural networks. Therefore, we use image
augmentation techniques to increase the number of training
samples and corresponding polyp masks. We apply image
rotations of 90, 180, 270 degrees and horizontal/vertical flips
to the original images. To create different scales of polyp
images, we apply scaling augmentations with specific scaling
parameters; i.e., 10% and 20% of zoom-out. After all aug-
mentations, the total number of training samples and mask
is 9288. Then, we generate 9288 conditioned input image by
combining edge images and polyp masks to train our GANs.

The CVC-ClinicVideoDB video dataset comprises
of 18 different SD videos of different polyps. In this dataset,
10025 frames out of 11954 frames contain a polyp, and
the size of the frames is 384 × 288. Each frame in the

video databases comes with a binary ground truth, in which
each polyp is annotated by clinical experts. Each positive
video includes a unique polyp. Within each video, there is
a large degree of variation with respect to scale, location
and brightness. In addition, some polyp frames include arti-
facts such as tools for water insertion and polyp removal.
We extracted 372 of normal frames (without polyp) in the
videos for generating input conditioned images in inference
time. Except these frames, all frames are used for testing of
polyp detection performance.

IV. RESULTS AND DISCUSSION
A. GENERATED POLYP IMAGES
Fig. 6 shows some results of the generated images from
our proposed GANs. In each column, a different generated
image is represented in (c) which is corresponding to each
input conditioned image (b) obtained from an original normal
image (a) and a synthetic polyp mask. As we can see, the gen-
erated polyp images maintain the overall structure and texture
of the background from the original normal colonoscopy
images. Furthermore, in the polyp parts, our trained network
generates light reflections to look more realistic images.

In the generated images shown in the fourth and fifth
columns of Fig. 6, the overall structures which are trans-
formed from the normal images have changed slightly com-
pared to the generated images in the first three columns. This
is primarily due to the position of the synthetic polyp mask
which is randomly placed in the input conditioned images.
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In this case, our trained model adaptively generates real-
istic polyp images by changing the structure surrounding the
polyp.

In this study, to train our GANs and generate synthetic
polyp images, we proposed an edge filtering based combined
input conditioned images as shown in Fig. 4 (d) and (h).
To evaluate the effect of the proposed conditioned input,
we used simple polyp mask images, e.g., Fig. 4 (c) and (g),
for training and inference of our networks. All other training
setup is exactly same to the proposed GANs.

FIGURE 7. Results of the generated polyp images from the corresponding
each column of simple polyp mask. Without information of background
structures generated image quality is not successful.

Fig. 7 shows the example of two generated images. Each
column shows the different generated image from the upper
simple polyp mask. This polyp mask is the same one used for
suggested conditioned input in the first and second column
of Fig. 6. As we can see in Fig. 7, even though the network
tries to generate polyp and some light reflections quite well,
the background parts does not look like real colonoscopy
frames compared to first and second column of Fig. 6. There-
fore, in our combined input strategy, the edge information
obtained from colonoscopy image frames works as an effi-
cient guiding tool for generating overall structure of polyp
images.

Fig 8 shows the comparison of the generated images from
our proposed network (c) and the conventional U-net based
baseline network (b). Each row represents the generated
image corresponding to the same input conditioned image (a).
Based on the input combined images, both models can gen-
erate polyp images while maintaining the overall structure of
the colonoscopy frames. However, in the generated images
from the baseline network, we observe some artifacts within
the polyp parts and unclear image generation surrounding
polyps.

FIGURE 8. Comparison of generated polyp images from the baseline
model (b) and our model (c). Each row shows the generated polyp images
based on the given input conditioned image (a).

Therefore, overall image quality looks low compared to
the quality of generation image obtained from our network.
In addition, our proposed network uses smaller number of
encoding and decoding layers thanks to the dilated convo-
lution, which results in smaller number of learnable param-
eters (7494336), ca. 48%, compared to the baseline network
(14304960).

To see the difference clearly between the generated polyp
images by both networks as shown in Fig. 9, we investigate
one example of generated image in Fig. 8 (third row) by
enlarging the polyp area. We observe checker board artifacts
in the left figure of Fig. 9, i.e., the generated image by the
baseline network. This observation is consistent with recent
literature [20], [21] which report the same checker board
artifacts when the transposed convolution was used for up
sampling. However, our network has removed this artifact by
adopting simple resize and convolution strategy as shown in
the right figure of Fig. 9. We observe similar results in all
generated images shown in Fig 8.

B. EVALUATION OF POLYP DETECTION PERFORMANCE
In this section, we aim to evaluate the polyp detection
performance to investigate whether the generated polyp
images are effective to improve polyp detection performance.
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FIGURE 9. Example of one generated polyp image from baseline model
(left) and our model (right). We observe the clear checker board artifacts
in enlarged polyp area from the baseline model but not those from our
model.

For training polyp detection network (Faster R-CNN), we use
the 612 original polyp images (CVC-

CLINIC dataset) and the 372 generated polyp images
with the corresponding polyp bounding boxes. The
CVC-ClinicVideoDB (18 videos) is used for testing polyp
detection performance.

To evaluate the polyp detection performance, we introduce
true positive (TP), false positive (FP), false negative (FN) and
true negative (TN) where:

TP = detection output within the polyp ground truth.
FP = any detection output outside the polyp ground truth.
FN = polyp not detected for positive (with polyp) image.
TN = no detection output for negative (without polyp)

image.
Note that if there is more than one detection output, only

one TP is counted per polyp. Based on the above parameters,
we define two performancemetrics, precision (pre) and recall
(rec):

Pre =
TP

TP+ FP
, Rec =

TP
TP+ FN

(4)

Table 1 lists the evaluation performance of the polyp
detection by comparing two training datasets, i.e., original
(612 original images) and combined (612 original images +
372 generated images). The use of combined training dataset
shows better polyp detection performance in terms of both
precision and recall than the use of just the original dataset.
Specifically, after adding synthetic polyp images in training
dataset, 2452 more TPs, i.e., correctly detected polyps (with
just 19 more FPs, i.e., miss detected polyps), are observed
and therefore, both precision and recall are improved much
(10.1 and 19.4%) compared to the use of original image only.

TABLE 1. Comparison of polyp detection performance between original
training set and combined training set by generated image.

As we mentioned in Section II-E, the Faster R-CNN was
pre-trained by a large size natural image dataset. However, in
fine-tuning, a large size training samples of target domain is
preferred. Therefore, we further apply some image augmenta-
tion techniques to increase the number of training samples for
both datasets. Two different image augmentation strategies
are used to train the Faster R-CNN. First, we apply three
rotations of 90, 180, 270 degrees and horizontal/vertical flips
to the training dataset. This dataset is represented as Aug-I
(Original and Combined) in Table 2. Second, we apply the
same three rotations and two flips to the training dataset.
To increase more training samples, we applied 10% zoom-out
to the original training dataset and the three rotated and two
flipped dataset (Aug-II in Table 2).

TABLE 2. Comparison of polyp detection performance for different
augmentation strategies between original training set and combined
training set.

Similar as in Table 1, combined training dataset shows
better polyp detection performance, i.e., precision and recall,
than the original training dataset for both augmentation
strategies. Furthermore, the use of generated images results
in increased number of TPs at the same time decreased
number of FPs compared to the just use of original images.
For the result comparison of Aug-I and Aug-II, we observe
the decrease of FPs in Aug-II compared to the Aug-I for
both original and combined datasets. It might be a reason of
overfitting to the training datasets since we apply zooming
augmentation to the three rotated and two flipped dataset to
make very large size training datasets.

Fig. 10 shows some example images of correctly detected
polyps by the combined image dataset but not by the original
dataset. We choose the Aug-I results since they have more
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FIGURE 10. Example of polyp detection results by the Faster R-CNN
detector. All four images include correctly detected polyps by the
combined training set (Original + Generation image) but not by the
Original training set.

TPs than Aug-II for both datasets. These polyps are missed
by the trained network with original training dataset only.
However, as shown in Fig. 10, even though the polyps look
difficult to detect, they are detected by the combinedtraining
dataset with very high polyp detection scores, i.e., 99%.
This clearly shows that our generated images actually allow
more polyps to be detected. From the results of Table 1,
2 and Figure 10, we can conclude that the generated polyp
images are not only qualitatively look realistic but also help
to improve polyp detection performance.

Due to the limitation of the number of available nor-
mal image frames needed for generating input conditioned
images, in this study, we used 372 generated images. How-
ever, this number may not be optimal for the polyp detection
performance. Therefore it becomes an interesting problem
to examine the detection performance when this number is
varied.

In Fig. 11, we compare the polyp detection performance
(precision and recall) for different training datasets such as
612 original images, original + 100, original + 200, orig-
inal + 300 and original + 372 generated images. Com-
pared to the use of original dataset only, all combined
datasets show largely improved detection performances in
both precision and recall. Specifically, the use of 100 gen-
erated polyp images shows 20.8% of precision and 14.9% of
recall improvements compared to the use of original training
images. However, more polyp image generations, i.e., 200,
300 and 372, leads to saturated results though there is a
marginal improvement in recall. As we will discuss in next
subsection IV-C, we think the main reason for this saturation
might be a limitation of polyp types in the training dataset for
training polyp generation networks.

FIGURE 11. Variation of polyp detection performance (precision and
recall) when the generated number of polyp images is varied in the
training dataset.

C. LIMITATIONS AND FUTURE DIRECTIONS
Even though we successfully generate realistic polyp images
using the proposed conditional GAN framework, there are
some limitations. The main limitation is the generation of
deterministic polyps. As we can see in Figure 6 and 8,
there are not many variations in the generated polyp fea-
tures in terms of color and texture. It may be because the
training dataset has limited types of polyp. As mentioned
in Section III, we use 612 polyp training images. However,
these images are obtained from only 31 different colonoscopy
videos. More importantly, in the input conditioned image,
the polypmasks labeled by clinicians only have simple binary
shape information. Therefore, in the training phase, the gen-
erator is just enforced to fool the discriminator and not tries
to generate a variety of polyp feature types.

This issue can be solved by categorizing different types
of polyps and adding a new condition in the input images.
For this aim, we need to collaborate with expert clinicians
for polyp categorizations. We can also try to use recent
feature embedding techniques in training phase to learn a
low-dimensional latent code for synthesizing diverse modes
of generated images [37] and object-level mode control [38].
We think both approaches are interesting future research
directions for realistic and diverse polyp generation work.
However, a collection of more and variant types of polyp
images should be preceded.

V. CONCLUSION
In this work, we propose a framework to generate synthetic
polyp images using a conditional GAN approach. For gener-
ation of realistic polyp images, we suggest a new generator
architecture by adopting dilated convolutions in the encoding
layers and image resizing with the convolution strategy in the
decoding layers. Furthermore, we propose a combined input
conditioned image using edge filtering of polyp image frames
and polyp masks to guide efficient generation of background
structure and its harmony with polyp part. Using this pro-
posal, we can generate synthetic polyp images from various
normal colonoscopy image frames. Our experiments show
that the proposed GAN framework can generate more realis-
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tic polyp images than the baseline network. Furthermore, the
suggested input conditioned image is helpful for preserving
the overall structure of the real colonoscopy images. Finally,
we demonstrate that the generated polyp images can be used
as an image augmentation tools to increase the number of
training samples, which helps to improve performance of the
polyp detection task.
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Improving Automatic Polyp Detection Using CNN by Exploiting Temporal
Dependency in Colonoscopy Video

Hemin Ali Qadir, Ilangko Balasingham, Senior Member, IEEE , Johannes Solhusvik, Senior Member, IEEE ,
Jacob Bergsland, Lars Aabakken, and Younghak Shin, Member, IEEE

Abstract— Automatic polyp detection has been shown to be
difficult due to various polyp-like structures in the colon and high
interclass variations in polyp size, color, shape and texture. An
efficient method should not only have a high correct detection rate
(high sensitivity) but also a low false detection rate (high precision
and specificity). The state-of-the-art detection methods include
convolutional neural networks (CNN). However, CNNs have shown
to be vulnerable to small perturbations and noise; they sometimes
miss the same polyp appearing in neighboring frames and produce
a high number of false positives. We aim to tackle this problem
and improve the overall performance of the CNN-based object
detectors for polyp detection in colonoscopy videos. Our method
consists of two stages: a region of interest (RoI) proposal by CNN-
based object detector networks and a false positive (FP) reduction
unit. The FP reduction unit exploits the temporal dependencies
among image frames in video by integrating the bidirectional
temporal information obtained by RoIs in a set of consecutive
frames. This information is used to make the final decision. The
experimental results show that the bidirectional temporal informa-
tion has been helpful in estimating polyp positions and accurately
predict the FPs. This provides an overall performance improvement
in terms of sensitivity, precision and specificity compared to con-
ventional false positive learning method, and thus achieves the
state of the art results on the CVC-ClinicVideoDB video dataset.

Index Terms— Colonoscopy, Polyp detection, Computer
aided diagnosis, Convolutional Neural Networks, False pos-
itive learning, Transfer learning, Temporal information.

I. INTRODUCTION

COLORECTAL cancer (CRC) is the second leading cause of
cancer-related death in the USA for both genders, and its

incidence increases, with 140,250 new cases and 50,630 deaths
expected by 2018 [1]. Most colorectal cancers are adenocarcinomas
developing from adenomatous polyps. Although adenomatous polyps
are initially benign, they might become malignant over time if left
untreated [2]. Colonoscopy is a widely used technique for screening
and preventing polyps from becoming cancerous [3]. However, it is
dependent on highly skilled endoscopists, and recent clinical studies
have shown that 22%–28% of polyps are missed in patients under-
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going colonoscopy [4]. A missed polyp can lead to late diagnosis of
colon cancer and survival rates become as low as 10% [5].

Over several decades, methods based on computer vision and
machine learning have been proposed for automatic detection of
polyps [6]–[23]. In early studies, hand-craft features, such as color
wavelet, texture, Haar, histogram of oriented gradients (HoG) and
local binary pattern (LBP) were investigated [6]–[11]. More sophis-
ticated algorithms were proposed in [12] and [13]; where valley
information based on polyp appearance was used in the former and
edge shape and context information were used in the later. These
feature patterns are frequently similar in polyp and polyp-like normal
structures, resulting in decreased performance.

Convolutional neural networks (CNN) lead to promising results
in polyp detection [14]–[21]. In the MICCAI 2015 polyp detection
challenge, CNN features outperformed hand-craft features [14]. How-
ever, several recent studies demonstrated that deep neural networks
(DNN) including CNNs are highly vulnerable to perturbations and
noise [24]–[29]. Jiawei Su et al. [29] have shown that current DNNs
are even vulnerable to small attacks and can easily be fooled just by
adding relatively small perturbations (one pixel) to the input image.
Because of this vulnerability, CNN networks might be fooled by the
specular highlights and small changes in polyp (other elements) struc-
tures appearance in colonoscopy. This means the CNN networks can
easily miss the same polyp appearing in a sequence of neighboring
frames and produce unstable detection output contaminated with a
high number of FPs. To the best of our knowledge, this paper is the
first to study the CNN’s vulnerability in polyp detection.

In this paper, we aim to tackle these problems by exploiting
the temporal dependencies among consecutive frames. We propose
a method to find and remove FPs and detect intra-frame missed
polyps based on the consecutive detection outputs of CNN-based
detectors. The hypothesis is that neighboring frames should contain
the same polyp, and the detected polyp should be closely similar in
position and size. We use a dataset of still images for training, and
make the trained models useful for polyp detection in colonoscopy
video. At inference time, we can take advantage of the multitude of
detected bounding boxes in consecutive frames. We use bidirectional
temporal coherence information from the detection outputs to make
the final decision for the current frame. This approach can improve
the sensitivity, precision, and specificity of the detector models. We
can also stabilize the detection outputs by forcing the system to
find the missed polyps and refine the detection coordinates within
a sequence of frames. We demonstrate that the proposed method
outperforms the results obtained with state-of-the-art object detectors,
i.e., faster region based convolutional neural network (Faster R-CNN)
[30] and single shot multibox detector (SSD) [31].

II. RELATED WORK

From a clinical perspective, performance of a given computer-aided
diagnostic tool should have high sensitivity (high true positive rate,
TPR) and high precision (low false positive rate, FPR) [23]. Low
sensitivity is unacceptable since it gives a false sense of security while
low precision affects the psyche of the patients and annoys clinicians.
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In the large bowel, there are various structures of normal mucosa
that closely resemble the characteristics of polyps. This makes polyp
detection task more difficult for both CNN and hand-craft features,
resulting in the present low precision rates.

Recently, Dou et al. [32] proposed false positive learning (FP learn-
ing) to reduce FPs and increase precision in Cerebral Microbleeds
detection from MR images. Shin et al. [15] and Angermann et al.
[22] adapted FP learning for polyp detection. Although FP models
can successfully decrease FPs, true positive (TP) detections decline
[15] [22]. In this work, we propose an efficient FP reduction method
which improve both sensitivity and precision. Later, we also validate
our method on FP models for further performance improvement.

Another active method to reduce FPs is to include time information
during detection in video sequences [11], [16]–[18], [23]. Sun et al.
[11] used the previous and the future frames to model the probabilis-
tic dependence between adjacent frames using conditional random
fields with the Markov property. Angermann et al. [23] extended
their previous work [22] by adding a spatio-temporal module to
incorporate temporal coherence information from the two previous
frames. Tajbakhsh et al. [16] and Zhang et at. [17] incorporated
information from the detection in the previous frames to enhance
the polyp detection performance. In [17], an online object tracker
was used in combination with YOLO [33] to increase sensitivity,
more TPs. This model failed to increase both precision and specificity
due to the introduction of new FPs. The main reason for these
new FPs could be the lack of temporal information fed into the
tracker as it relies on previous frames only. When FPs are used
to initialize the tracker more FPs will be generated. Yu et al. [18]
proposed a 3D fully convolutional network (FCN) framework to learn
spatio-temporal features from volumetric data and generate more
discriminative features [34]. They extracted a video clip of 16 frames
(7 previous and 8 future frames) to train an offline and online 3D-
FCNs. This method is computationally expensive and needs 1.23 sec
(beside the delay from using future frames) to generate the final
decision. Unlike [17] and [18], we use 3D temporal information
extracted from a video clip after a 2D-CNN is applied to provide
RoIs for each frame. We use temporal dependencies among future
and previous frames to more reliably filter out FPs and Keep TPs.

III. METHODS

The proposed system consists of two stages: a RoI proposal
network stage, and FP reduction stage (see Fig. 1). In the first stage, a
CNN based detector, e.g., Faster R-CNN and SSD, suggests multiple
RoIs to the next stage. In the second stage, the proposed RoIs of
the current frames are examined and categorized as TPs or FPs by
considering the RoIs of some consecutive frames.

A. The RoI Proposal Network
The RoI Proposal Network is a CNN-based detector model able to

propose a number of RoIs for the FP reduction unit. For each frame,
the detector can generate up to 100 RoIs and sort them based on
their confidence values in which the top one has the highest value.
At test time, we control how many RoIs are considered for the next
stage. There is a trade off between sensitivity and precision relative
to the number of RoIs considered, i.e., a large number of RoIs causes
higher sensitivity but lower precision.

The RoI proposal network can be any CNN-based detector model.
In this study, we only consider Faster R-CNN [30] and SSD [31]
architectures to investigate polyp detection performance improvement
using our method. In fact, these two detector models can be utilized
as a standalone model for automatic polyp detection. Both detector
architectures are designed for object detection in a single independent

frame, and have no mechanism to adapt temporal information during
training and testing phases. They produce a high number of FPs and
may miss the same polyp appearing in neighboring frames. In section
V, we will show the results of these detectors when used alone and
compare them to the results obtained with our proposed method.

In these detector models, a collection of boxes acting as anchors
are overlaid on the image at different spatial locations, scales, and
aspect ratios [30], [31]. Then, a model is trained to predict: category
scores for each anchor, and a continuous box offset by which the
anchor needs to be shifted to fit the ground-truth bounding box.
The objective loss function is a combined loss of classification and
regression losses. For each anchor a, the best matching ground-truth
box b will be found. If there is such a match, anchor a acts as a
positive anchor, and we assign a class label ya ∈ {1, 2, ...K}, and a
vector (φ(ba; a)) encoding box b with respect to anchor a. If there
is no match, anchor a acts as a negative sample, and the class label
is set to ya = 0. The loss for each anchor a, then consists of two
losses: location-based loss `loc for the predicted box floc(I; a, θ),
classification loss `cls for the predicted class fcls(I; a, θ), where I
is the image and θ is the model parameter, the overall loss function
to train a model is to minimize a weighted sum of the localization
loss and the classification loss over a mini-batch of size m

L(a, I; θ) = 1

m

m∑

i=1

1

N

N∑

j=1

α · 1[a is positive] . `loc
(
φ(ba; a)

−floc(I; a, θ)
)
+ β · `cls

(
ya, fcls(I; a, θ)

)
,

(1)

where N is the number of anchors for each frame, and α,β are
weights balancing the localization and the classification loss. For
both models, we use the Smooth L1 loss [35] for computing the
localization loss between the predicted box and the ground-truth box.
The classification loss is the softmax loss.

1) Faster R-CNN: To detect objects in an image, Faster R-CNN
uses two stages: region proposal network (RPN), and a box classifier
network. Both networks share a common set of convolutional layers
to reduce the marginal cost for computing region proposals. The
RPN utilizes feature maps at one of the intermediate layers (usually
the last convolutional layer) of the CNN feature extractor network
to generate class-agnostic box proposals, each with an objectness
confidence value. The proposed boxes are a grid of anchors titled
in different aspect ratios and scales. The box classifier network uses
these anchors to crop features from the same intermediate feature
map and feeds the cropped features to the remainder of the network
in order to predict object categories and offsets in bounding box
locations. The loss functions for both stages take the form of Eq. 1.

The RPN can benefit from deeper and more expressive features be-
cause it learns to propose regions from the training data [30]. By using
Faster R-CNN, we aim to design a highly accurate polyp detector and
show that its results can be improved with the proposed method. We
decide to use a very deep network—Inception Resent [36]— as the
feature extractor network. The RPN generates 300 proposals from
the “Mixed 6a” layer including its associated residual layers. Unlike
[30], we use “crop and resize” operation in Tensorflow instead of
RoI pooling [37]. During training, the anchors are classified as either
negative or positive samples based on Jaccard overlap matching.
Shin et al. [15] evaluated different Jaccord overlap thresholds for
polyp detection and recommended 0.3 and 0.6 to choose negative and
positive samples respectively. After the matching step, most of the
anchors are negatives. Instead of using all the negative samples, we
set the ratio between negatives and positives to 1:1 to avoid imbalance
training. In Faster R-CNN, models are trained on image resized to
M on the shorter edge. For our polyp model, we set M to be the
height of the training images to keep the original image size.
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Fig. 1. Procedure of the proposed system. The CNN-based proposal network provides RoIs to the FP reduction unit. The FP reduction unit
performs the following: 1) classifies the proposed RoIs as TPs or FPs using a similarity measure to find temporal coherence among a set of
consecutive frames, 2) estimates the location of missed polyps using interpolation.

2) SSD: Unlike Faster R-CNN, The SSD approach uses a single
deep neural network for object detection in an image and eliminates
the need for an extra proposal generation network. This makes SSD a
much faster object detector than Faster R-CNN. To handle objects of
various sizes and achieve higher detection accuracy, SSD evaluates a
fixed set of anchor boxes of different aspect ratios at multiple feature
maps from multiple layers to predict the category scores and box
offset. In SSD, the input images are always re-sized to M × M
pixel resolutions. Image resolution is a way to trade accuracy for
speed—higher resolution means higher accuracy, but lower detection
speed. We set M = 600 for our SSD model. The purpose of
using SSD in our study is to show that the proposed method is
effective for less accurate object detector. We choose MobileNet [38]
as the CNN feature extractor, and follow the methodology in [31] to
generate anchors by selecting the topmost convolutional feature maps
(conv−1 and conv−3) and appending four additional convolutional
layers with spatial decaying resolution with depths 512, 256, 256,
128 respectively. We use ReLU6 in all layers except the softmax
layer. During training, we treat those anchors with Jaccard overlap
higher than a threshold of 0.5 as positive anchors and the rest as
negatives. We set the ratio between negatives and positives to 3:1,
recommended ratio by the original paper [31].

B. FP Reduction Unit

In the FP reduction unit, we identify detection irregularities and
outliers in a video sequence. When a polyp appears in a sequence of
frames, its location slightly changes following a motion estimating
the movement in the sequence. Irregularities and outliers are those
detection outputs that do not smoothly follow such a movement.
More specifically, outliers are those outputs that appear to be FPs
among a set of TPs (see Fig. 3b). The proposed RoIs in a number
of consecutive frames are passed through another process to find

irregular detection outputs before the final decision is made for the
RoIs in the current frame. We consider those detection irregularities
and outliers as FPs. In case of an outlier, an action is taken to correct
the detection. Therefore, the FP reduction unit comprises of two
processes: a mechanism to detect FPs, and a mechanism to correct
the outliers denoting the missed polyps in the sequence.

1) FP Detection Mechanism: To detect irregularities and out-
liers, we use the coordinates provided by the RoI proposal
network as features. Fig. 2 presents the coordinate points of
a proposed RoI used in this study to collect 8 features—
xmin, ymin, xmax, ymax, xc, yc, w, and h. We use all these
coordinate points to detect even small irregularities in the detection
outputs and refine them if they appear to be outliers (see Fig. 12a
and Fig. 12c). To handle different frame sizes, we normalize the
coordinate points by dividing them by the frame width and height.

w = width

h = hight

(xmin, ymin)

(xc, yc)

(xmax, ymax)

Fig. 2. Coordinates of a RoI used as features.

A distance metric (e.g., Euclidean distance) can be applied to
compute the similarity measure between the features of RoIs provided
for a set of consecutive frames. Only those RoIs with high similarity
measure (smaller than a distance threshold value) should be consid-
ered to generate the final detection output in the current frame, and
those RoIs without spatio-temporal overlap (higher than the distance
threshold value) should be eliminated for the final decision.
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Fig. 3. A sequence of frames starting from frame 42 (top left frame) and
ending at 56 (bottom right frame) shows a case where the same polyp
is missed in frames 51 and 52. (a) detection results in the sequence (b)
the normalized coordinates of the proposed RoIs in the sequence. In
(b), The coordinates of frame 51 and 52 are two outliers compared to
the other detected RoIs, and thus can be considered as FPs.

We propose an algorithm shown in Fig. 1 in which some previous
and future frames are considered in order to choose the proposed
RoIs as true detection outputs in the current frame—the frame in
the middle. The question regarding how many frames need to be
considered is an optimization problem that we will discuss later in
Section IV-E. The optimal number is 15 (see Fig. 5) consecutive
frames i.e., 7 previous frames and 7 future frames. The CNN-based
detector in the first stage continuously generates RoIs for the last
frame. We store the features of each RoI of the 15 consecutive frames
in a matrix called c. The size of matrix c depends on the number of
RoIs (r) provided per frame and the number of frames considered
(f). The matrix size is f × r × d where d is the dimension of the
features, 8 in our case.

For the sake of simplicity, we only show the contents of matrix c
when one RoI per frame is provided. This will allow us to write the
mathematical equations in simpler forms. Matrix c for one RoI per

frame can then be expressed as follows

c = [ ct−7 ...... ct−2 ct−1 ct ct+1 ct+2 ..... ct+7 ]T ,

ct+n = [xt+n
min y

t+n
min x

t+n
max y

t+n
max x

t+n
c yt+n

c wt+n ht+n],

n ∈ {−7, −6, ....., −2, −1, 0, 1, 2, ....., 6, 7}.





(2)

At an initial study, we used the Euclidean distance as the similarity
metric, later we optimize the proposed model by evaluating several
distance metrics. Using the Euclidean distance, the similarity between
two RoIs of two consecutive frames (f t and f t+1) is measured as
follows

d2 : (ct, ct+1) 7→ ||ct − ct+1||2 =

√∑

i

(cti − ct+1
i )2,

ci ∈ {xmin, ymin,xmax, ymax,xc, yc,h,w} .
(3)

Every time, the RoIs provided for the current frame f t are compared
to the RoIs in the previous frame f t−1 and the future frame f t+1.
If the similarity measure for a particular RoI in either direction is
smaller than a threshold value, the flag corresponding to that RoI is
set to 1. Otherwise, the corresponding flag is set to 0. The number of
flags for each frame is equal to the number of RoIs provided by the
CNN detector, therefore, the size of the flags matrix is f × r . The
other frames in the set only need to be checked with one frame in one
direction. For instance, frame f t+1 needs to be checked with frame
f t+2, and the corresponding flags are set based on the similarity
measure. If no similar RoI found in frame f t+2, frame f t+1 will be
checked with frame f t+3, and all the corresponding flags for frame
f t+2 will be set to 0. This checking process continues until the last
two frames in both directions are reached.

Once all the flags are set, we classify each RoI provided for the
current frame. If the number of flags with value 1 accumulated for
a specific RoI is less than 7, this RoI is classified as FP, and thus it
will be deleted. In other words, we only pick those RoIs overlapped
with at least 7 RoIs in a set of 15 consecutive frames. Furthermore,
we calculate the average confidence for the overlapped RoIs and only
classify those RoIs with an average confidence (avg−th) ≥ 0.5 (an
optimized value, see Fig. 4) as TPs. In this way, we have less FPs and
keep only those RoIs that repeat in more than 7 consecutive frames
with high confidence values in the final output.

2) Correction Mechanism: Since the CNN detectors are vulner-
able to small variation, the same polyp might be missed in a couple
of frames in a video sequence. Fig. 3a presents a case where the
same polyp is correctly detected by the CNN-based detector in most
of the frames but missed in a couple of frames in the sequence (i.e.,
frame 51 and 52). In Fig. 3b, we can clearly see these outliers in the
curves drawn from the eight coordinate points of the provided RoIs.

When outliers are detected, the correction mechanism can be
performed on future frames before they become the current frame
in the sequence. In particular, we only apply the correction mecha-
nism when the missing occurs in frames f t+1, f t+2, f t+3, or/and
f t+4. The other two important conditions to apply the correction
mechanism are: the number of flags with value 1 accumulated during
the FP detection process for a specific RoI has to be larger than 7
(optimized number), and at least there is a RoI in the next frames
coincident with RoIs in the previous frames. If all these conditions
are met, we set the outlier data points to zeros in matrix c based on
the flag sets. That means we will have missing points in the data
points representing the coordinates of the RoIs in matrix c. Now we
have a function that is only known at a discrete set of data points
(f t+n, ct+n). We can use interpolation to estimate the values of that
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function at frames of f t+n not included in the data. An interpolation
function I(f t+n) passes through the points of a discrete data set

I(f t+n) = ct+n. (4)

Usually, we prefer a function that smoothly connects the data
points. One possibility is to use the polynomial of the least degree
that passes through all of the points. To find the missed polyps within
inter-frames, we compute interpolation for each column in matrix c
as a function of the frame number separately from each other using
the Lagrange interpolation formula [39] as follows

I(f) =
∑

n

ct+n
∏

n(j 6=n)

f − f t+j

f t+n − f t+j
. (5)

This results in a continuous and smoothed curve. This function can
simply estimate the polyp position in the sequence, mainly due to the
use of the future frames to estimate the location of missed polyps
in inter-frames in the sequence. The confidence values for the new
generated RoIs are also calculated using Eq. 5. We illustrate the
proposed method in pseudocode shown in Algorithm 1 to summarize
and describe the entire procedure.

IV. EXPERIMENTAL SETUP

A. Experimental Datasets

We used three publicly available datasets, one still frame dataset,
CVC-CLINIC [12] and two colonoscopy video datasets, ASU-Mayo
Clinic [13] and CVC-ClinicVideoDB dataset [23]. We used each
dataset for different purposes i.e., training, validation and testing.
In this way, the system will more likely be generalized because there
is no any similar frames in the training and testing datasets.

CVC-CLINIC was used for training the CNN detectors, i.e., Faster
R-CNN and SSD. This dataset consists of 612 Standard Definition
(SD) frames of 576 x 768 pixel resolutions. The frames are extracted
from 31 different videos, each containing at least a unique polyp.

ASU-Mayo Clinic is a set of 38 different and fully annotated
videos. 20 videos are assigned for the training stage whereas 18
videos for testing. The ground-truth of the 18 testing videos is not
publicly available. Therefore, we only used the 20 training videos, in
which 10 videos are positive (with polyps) and the other 10 videos
are negative (without polyps). We split the 20 training videos into
validation, training and test sets. We used the 10 positive videos for
validating and tuning the hyper-parameters of the proposed method.
By validating and tuning the system, we aimed to find the best hyper-
parameters for both the RoI proposal networks and the FP reduction
unit, and realize a generalized model for other unseen datasets. We
used 5 negative videos to evaluate and compare the specificity of
our model and the existing FP model [15]. The remaining 5 negative
videos were used for FP sample selection for the FP model.

We used CVC-ClinicVideoDB dataset to evaluate the overall
performance of the proposed model. This dataset comprises of 18
videos, each with a unique polyp that appears multiple times in the
videos. The total number of frames in this dataset is 11954 frames
whereas only 10025 frames are annotated as having polyps. The size
of the frames is 768 × 576. This dataset aims to cover all different
possible scenarios that a given support system should face, making
it very useful for the overall system evaluation [23].

The ground-truth for all polyp frames in all three datasets is
provided. All annotations have been reviewed and corrected by
clinical experts. The ground-truth provided for CVC-CLINIC and
ASU-Mayo Clinic is exact boundaries around the polyp parts in the
frames, while the ground-truth for polyps in CVC-ClinicVideoDB
dataset is an approximation, i.e, an ellipse is drawn around the polyps.

Algorithm 1 Algorithmic framework describing the basic steps of
the proposed system

1: Input: video frames
2: initialize matrix c← 0
3: for f t = 1 to M do {M: no. of frames in a video}
4: if f t+7 ∈ [1, 2, 3, 4, 5, 6] then {wait till f1 becames f t }
5: ct+7 ← RoIProposalNetwork(f t+7)
6: else
7: ct+7 ← RoIProposalNetwork(f t+7)
8: initialize matrix flagt ← 0
9: cnext ← ct

10: cprevious ← ct

11: for i = 1 to 7 do
12: if ||cnext − ct+i||2 6 0.65 then {future frames}
13: flagt+i ← 1
14: cnext ← ct+i

15: end if
16: if ||cprevious − ct−i||2 6 0.65 then {previous frames}
17: flagt−i ← 1
18: cprevious ← ct−i

19: end if
20: end for
21: if sum(flag) < 7 then
22: ct ← 0 {ct is considered as FP}
23: else
24: keep ct {ct is considered as TP}
25: if flagt+1 = 0 and (flagt+2, flagt+3 or falgt+4) 6= 0

then {Correction Mechanism}
26: I(f) =

∑
n c

t+n∏
n(j 6=n)

f−ft+j

ft+n−ft+j

27: end if
28: end if
29: end if
30: for k = 0 to 6 do {shift matrix c to the left}
31: ct−k−1 ← ct−k

32: ct+k ← ct+k+1

33: end for
34: Output: ct (coordinates, confidence)
35: end for

B. Evaluation Metrics

We use the common evaluation metrics of object detection to eval-
uate the performance of our polyp detection method. The output of
the models is four coordinates (x, y,w,h) of the detected rectangular
bounding boxes. Therefore, we define the term “polyp detection” as
the process of finding the polyp location within a given frame. Based
on that, the following parameters are defined as follows:
True Positive (TP): True detection, the centroid of the detection falls
within the polyp boundary. In case of having multiple true detection
outputs for the same polyp, we will only count one TP.
True Negative (TN): True detection, no output detection for a frame
without a polyp (negative frames).
False Positive (FP): False detection, the centroid of the detection
falls outside the polyp boundary. In case of having multiple RoIs
proposals, there can be more than one FP per frame.
False Negative (FN): False detection, the polyp is not detected in a
frame containing a polyp.

Using these parameters, we can calculate the following metrics to
precisely evaluate the performance:
Sensitivity: It is also called True Positive Rate (TPR) and Recall. It
measures the proportion of actual polyps that are correctly detected
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Sensitivity (Sen) =
TP

TP + FN
× 100. (6)

Precision: It measures how precise the model at correctly localizing
a polyp within a frame

Precision (Pre) =
TP

TP + FP
× 100. (7)

Specificity: It is also called True Negative Rate (TNR). It measures
the proportion of actual negative frames that are correctly classified

Specificity (Spec) =
TN

TN + FP
× 100. (8)

F1-score: It can be used to consider the balance between sensitivity
and precision

F1− score (F1) =
2× Sensitivity × Precision

Sensitivity + Precision
× 100. (9)

C. Training the Detectors

To train both CNN-based detectors, we used the CVC-CLINIC
dataset. This dataset consists of 612 positive samples (images with
polyps). This low number of images is not sufficient to train deep
neural networks [40]. To prevent the detectors from overfitting and
enlarge the training samples, we utilized different augmentation
strategies. It is important to apply the augmentation strategies by
considering real colonoscopy scenarios and variations that a given
system will face. In real colonoscopy recordings, polyps show large
inter-class variation such as changes in colors, scales, and positions
in addition to changes in viewpoints due to camera movement. To
cover these variations, we applied not only image rotation and flipping
but also zoom-in, zoom-out, and shearing. Table I presents all the
augmentation techniques applied to enlarge the training dataset.

TABLE I
AUGMENTATION STRATEGIES APPLIED TO ENLARGE THE DATASET

augmentation quantity applied to
rotation 90, 180 and 270 degrees original images

flip horizontal and vertical original images
shearing two alone x-axis & two alone y-axis original images
zoom-in 10% only original+rotated+flipped
zoom-out (10, 30, and 50)% original+rotated+flipped

The reason for having three zoom-out and only one zoom-in is
that detection of small size polyps is more difficult compared to
large size polyps. With this imbalance zooming, we can enforce the
detectors to find small size polyps more efficiently. We excluded
those polyps that disappeared after applying zoom-in. The total
number of training samples became 18594 images after applying the
augmentation methods presented in Table I.

Even though the dataset is enlarged, it does not guarantee that the
proposed model is prevented from overfitting and performs well in
the test phase. The main reason is that the training dataset contains
only 31 different unique polyps, and augmentation methods do not
improve data distribution, they only lead to an image-level transfor-
mation through depth and scale. To overcome the lack of training
data in medical applications, N. Tajbakhsh et al [40] demonstrated
that pre-trained CNN feature extractors with proper fine-tuning can
outperform training from scratch. We therefore used transfer learning
by initializing weights of the CNN feature extractors with pre-trained
models. Both CNN feature extractors were trained on Microsoft’s
COCO (Common Objects in Context) dataset [41], using all 80K
samples of “2014 train” and a subset from 32K samples of “2014
val”, holding 8000 examples for validation [37].

We fine-tuned the pre-trained models using the augmented dataset.
For Faster R-CNN, we used SGD with a momentum of 0.9 and batch
sizes of 1. We set the maximum number of epochs to 30 with the
learning rate equal to 0.0001. For SSD, we used RMSProp [42] with a
decay of 0.9 and batch sizes of 18. Since the SSD converges slower
than Faster R-CNN, we needed to take more epochs. We set the
maximum number of epochs to 300 with the learning rate of 0.002.

D. False Positive Models
From a clinical perspective, high precision is desirable, but this

is difficult in automatic polyp detection. There are various struc-
tures which closely resemble polyp characteristics [14], resulting in
performance degradation especially in precision. Using only positive
samples to train a detector model, negative samples are selected from
the background during training. To avoid imbalance training, only a
portion of the background patches that have zero or small Jaccard
overlap (< 0.5 for SSD, and < 0.3 for Faster R-CNN) with polyp
masks will be considered as negative samples [30], [31]. In this way, it
is difficult to have exact bounding boxes around structures mimicking
polyps, and the two polyp detector models do not efficiently learn
how the hard negative samples would look like [15], [22]. Therefore,
they tend to generate many FPs (see the result in section V).

For comparison, we followed the procedure proposed by Shin et al.
in [15] to collect strong FP samples and obtain the FP models for our
polyp detectors. We set the confidence threshold to 99% and applied
our two trained polyp detectors separately on 5 negative videos from
ASU-Mayo Clinic dataset. For Faster R-CNN model, we collected
654 images, and for SSD model, we collected 536 images. We further
increased the number of negative samples by applying 5 rotations to
the collected FP samples, generating 3924 FP samples for Faster
R-CNN, and 3216 FP samples for SSD. We enlarged the training
dataset by combining the initial training samples (18594 positive
samples) with these FP samples and their augmented ones. Using the
enlarged dataset, we fine-tuned both polyp detectors to strengthen
their detection capability and obtained their FP models.

E. Parameter Optimization for the proposed model
Before testing our models, we need to find a set of optimal

parameters such as the distance threshold value (dv), the number of
consecutive frames (nf) and the average confidence value (avg−th).
A selection of the most effective distance metrics for our model can
be considered as an optimization problem. We evaluate 8 commonly
used distance metrics (dm) such as Euclidean, Manhattan, Cheby-
shev, Minkowski, Canberra, Cosine, Correlation and Chi-square.

We define an optimization problem P as a function of the model
parameters ω which is a function of dm, dv, nf and avg−th. Since
we wish to improve sensitivity and precision, and keep a balance
between them, we consider P to be F1-score of the system. Therefore,
the goal is to maximize P on a given validation set (Svalid) using
a grid search on a fixed set of values for each parameter

ω∗(dm, dv,nf , avg−th) = argmax
ω

P
(
dm, dv,nf ,

avg−th,Svalid
)
.

(10)

We used 10 positive videos of ASU-Mayo Clinic as the validation
dataset (Svalid). Each distance metric has a different domain of ac-
ceptable values. We performed small experiments over each distance
metric to find its range of acceptable values and shrink the search
domain. For each distance metric dm, we varied the distance value dv
in increments of a small step size. Regarding how many consecutive
frames nf should be considered, we took 11 scenarios by changing
nf from 5 to 25 frames in increments of 2. We let the RoI proposal
network give one RoI per frame, and run this optimization problem.
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We obtained the Canberra metric with dv = 0.65, avg−th = 0.5
and 15 consecutive frames as the optimal values for the purposed
model. In Fig. 4, we show the precision-sensitivity curve showing the
effect of the changing avg−th. To compute the similarity measure
between two RoIs from two neighboring frames (f t and f t+1), the
formula for Canberra distance metric [43] can be defined as follows

dCAD : (ct, ct+1) 7→
∑

i

(cti − ct+1
i )

| cti | + | ct+1
i |

. (11)
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Fig. 4. Truncated Precision-Sensitivity curve showing the effect of
changing avg−th on the performance. The numbers shown above
the curve are the avg−th values. 0.5 is chosen to keep the balance
between precision and sensitivity.

Fig. 5 illustrates the effect of nf on F1-score. We used Canberra
metric with dv = 0.65, and only changed nf from 5 to 25 frames
in increments of 2. F1-score is maximum when nf = 15 frames.
15 is a reasonable value to keep the balance between the sensitivity
and precision. When nf is a small number, finding FPs may become
difficult as the probability of FP repetition in a small number of
frames is higher than a large number. On the other hand, we may
lose many TPs when nf is large. Since the difference between the
distance metrics is not significant, we do not provide in this paper
the evaluation results of the distance metrics we used.
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Fig. 5. F1-score when the number of frames (nf) is varied. F1-score
is maximum when nf is 15 frames

V. EXPERIMENTAL RESULTS

In this section, we present the performance of the proposed method
and compare it with the performance of the original detectors, i.e.,
without FP reduction unit. The objective of this study is to improve
sensitivity and precision. Since the proposed model is designed to
find FPs, it should be able to improve the specificity. To investigate
the overall performance improvement, we evaluate two datasets: 18

positive videos from CVC-ClinicVideoDB to explore the improve-
ment in the sensitivity and precision, and 5 negative videos from
ASU-Mayo Clinic to explore the improvement in the specificity.

The two detector models are able to generate up to 100 proposals
per frame. They sort the proposals based on their confidence values.
When we let the detectors provide one proposal per frame, the top one
is returned as the detection result. Due to the existence of FPs, it is not
always the case that the top detection contains the polyp. The polyp
might be bounded by the second or other RoI proposals. To increase
the detection capability and build a multi-polyp detection model, we
need to let the detectors provide more than one RoIs per frame.
Although this will enhance the sensitivity, it will degrade the precision
as the majority of these 100 proposals are FPs. To further validate
the capability of the proposed model, we evaluate two scenarios: one
proposal per frame, and multiple proposals per frame. We later apply
our FP reduction method on the results obtained by the two original
detectors when their confidence threshold (score−th = 0.5). This
is to confirm that our method is still effective in exposing FPs and
maintaining TPs in the output detection of these detectors.

A. One RoI per frame

In this scenario, we let the RoI proposal network provide one
RoI per frame. The confidence threshold value of the RoI proposal
network must be set to 0 so that the CNN detectors always return
the top RoI regardless of its confidence value. In other words, every
frame will be considered as a positive frame—assuming there are no
TN frames in the videos. In case of 15 consecutive frames, the RoI
of the current frame will be classified as TP if it satisfies the two
conditions: it overlaps with at least 7 RoIs of 7 neighboring frames,
and their computed average confidence value is ≥ 0.5 (avg−th).

1) Evaluation of positive videos: Table II presents the results
obtained on the 18 positive videos from CVC-ClinicVideoDB dataset.
The maximum polyp detection capability of the two detector models
including their FP models is obtained when the score−th = 0.
However, when the score−th = 0, the number of FPs is enormous
i.e., low precision. In all cases, after applying the FP reduction
method, we could significantly improve the precision and F1-score
by keeping most of the TPs and eliminating most of the FPs. The
reason that some TPs are classified as FPs is either that avg−th
is less than 0.5 or the number of overlapping RoIs is less than 7.
This TP degradation for the FP models is higher due to the fact
that FP models produce softer predictions i.e., confidence of the
detected polyps is smaller compared to the initial trained models.
Compared to the initial Faster R-CNN and SSD models, the proposed
method achieves the best overall performance by keeping a good
balance between the sensitivity and precision (higher F1-score). This
improvement is remarkably higher for FP models— ∼ 8% in the
sensitivity and a little higher precision ∼ (1%− 3.5%).

2) Evaluation of negative videos : Table III presents the perfor-
mance of the proposed method on 5 negative videos from ASU-Mayo
Clinic. These 5 videos contain 6854 frames without polyps. When
the confidence threshold of the RoI proposal network is 0.0, a RoI,
which is obviously a FP, is provided for each frame. However, the
proposed method can efficiently detect those FPs and outperform the
counterpart models. Based on the results of the initial Faster R-
CNN and SSD, 68.02% and 84.01% of the proposed RoIs have a
confidence value less 0.5, respectively. The proposed system is able
to detect 16.24% and 9.64% (Faster R-CNN and SSD respectively) of
those RoIs with confidence value more than 0.5. When the proposed
method is applied to the FP models, the specificity can farther be
improved and reaches close to 100%.
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TABLE II
RESULTS OBTAINED ON THE 18 POSITIVE VIDEOS FROM

CVC-CLINICVIDEODB FOR ONE ROI PER FRAME SCENARIO: IN EACH

SUB-TABLE, THE 1st ROW SHOWS THE RESULT OF THE DETECTOR

MODELS WITH SCORE THRESHOLD OF 0.5, THE 2nd ROW SHOWS

MAXIMUM DETECTION CAPABILITY OF THE DETECTOR MODELS WITH

THE SCORE THRESHOLD OF 0, AND THE 3rd ROW SHOWS THE RESULT

OF THE PROPOSED METHOD APPLIED ON THE 2nd ROW RESULT.

A) Faster R-CNN model used as the RoI proposal network
Method Score th TP FP TN FN Sen% Pre% F1%
Faster R-CNN [15] 0.5 8033 1648 1151 1992 80.13 82.98 82.53
Faster R-CNN 0.0 8287 3667 0 1738 82.66 69.32 75.04
proposed method 0.5 8171 1166 1347 1854 81.51 87.51 84.4

B) FP model of Faster R-CNN used as the RoI proposal network
Method Score th TP FP TN FN Sen% Pre% F1%
FP model [15] 0.5 6985 590 1714 3040 69.68 92.21 79.38
FP model 0.0 8259 3697 0 1768 82.35 69.07 75.12
proposed method 0.5 7594 576 1684 2431 75.75 92.95 83.47

C) SSD model used as the RoI proposal network
Method Score th TP FP TN FN Sen% Pre% F1%
SSD 0.5 5443 895 1629 4582 54.29 85.88 66.53
SSD 0.0 6460 5494 0 3565 64.44 54.04 58.78
proposed method 0.5 5894 694 1676 4131 58.79 89.47 70.96

D) FP model of SSD used as the RoI proposal network
Method Score th TP FP TN FN Sen% Pre% F1%
FP model 0.5 5023 319 1817 5002 50.10 94.03 65.37
FP model 0.0 6448 5506 0 3577 64.32 53.94 58.68
proposed method 0.5 5729 200 1833 4296 57.15 96.63 71.82

B. Effect of involving previous or future frames only
To know how information from future and previous frames sep-

arately contribute to the performance increase, we conducted two
extra experiments: 1) incorporating previous frames only, and 2)
incorporating future frames only. Fig. 6 shows that incorporating
previous frames enables the proposed method to remove FPs. More
previous frames eliminate more FPs (i.e. better precision) whereas
sensitivity decreases because some TPs will be removed in the final
output detection. We obtained the same results when we incorporated
future frames only (see Fig. 7). Again, the proposed method could

0 1 2 3 4 5 6 7

65

70

75

80

85

90

95

100

Number of previous frames

S
en

si
tiv

ity
an

d
P

re
ci

si
on

(%
)

Sensitivity
Precision

Fig. 6. Effect of involving only previous frames on the performance. Re-
sults were obtained on the 18 positive videos from CVC-ClinicVideoDB.
With more previous frames, precision can be increased by removing FPs
while sensitivity decreases because some TPs cannot be preserved.

not keep the sensitivity at the same level. Compared to Fig. 6,
Fig. 7 makes sense because we are involving the same frames to
make the final decision since the future frames become past frames
dynamically. However, with the incorporation of both future and
previous frames the method can detect less FPs and keep TPs,
resulting in better F1 score (see Table II). We can conclude that
involving information from future and previous frames enables more

TABLE III
RESULTS OBTAINED ON THE 5 NEGATIVE VIDEOS FROM ASU-MAYO

CLINIC DATASET FOR ONE ROI PER FRAME SCENARIO: IN EACH

SUB-TABLE, THE 1st ROW SHOWS THE RESULT OF THE DETECTOR

MODELS WITH SCORE THRESHOLD OF 0.5, THE 2nd ROW SHOWS THE

RESULTS OF THE DETECTOR MODELS BY SETTING THE SCORE

THRESHOLD TO 0, AND THE 3rd ROW SHOWS THE RESULT OF THE

PROPOSED METHOD APPLIED ON THE 2nd ROW RESULT.

A) Faster R-CNN model used as the RoI proposal network
Method score th FP TN Spec %
Faster R-CNN [15] 0.5 2192 4662 68.02
Faster R-CNN 0.0 6854 0 0
proposed method 0.5 1079 5775 84.26

B) FP model of Faster R-CNN used as the RoI proposal network
Method score th FP TN Spec %
FP model [15] 0.5 73 6781 98.93
FP model 0.0 6854 0 0
proposed method 0.5 8 6846 99.88

C) SSD model used as the RoI proposal network
Method score th FP TN Spec %
SSD 0.5 1096 5758 84.01
SSD 0.0 6854 0 0
proposed method 0.5 435 6419 93.65

D) FP model of SSD used as the RoI proposal network
Method score th FP TN Spec %
FP model 0.5 264 6590 96.15
FP model 0.0 6854 0 0
proposed method 0.5 128 6726 98.13

reliable classification of FPs and TPs.
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Fig. 7. Effect of involving future frames only on the performance. Re-
sults were obtained on the 18 positive videos from CVC-ClinicVideoDB.
With more future frames, precision can be increased by removing FPs
while sensitivity decreases because some TPs cannot be preserved.

C. Multiple RoIs per frame
Although in the positive test dataset there is no video that contains

multiple polyps, multiple polyps on the colonoscopy frame can be
possible. It is important for a CAD system to have the capability
of detecting multiple polyps simultaneously. We conducted multiple
RoIs per frame experiment for two purposes: 1) to confirm that the
proposed method is robust to detect FPs even if several bounding
boxes are provided, 2) to increase the detection capability in case the
polyp is not bounded by the first box. That would confirm whether
the model is suitable for multiple polyp detection task. If we set
the detection output of the RoI proposal network to be n proposals,
the top n RoIs will be returned. In this way, the model detection
capability (sensitivity) increases whereas the precision decreases due
to having a high number of FPs among these n proposals. It is
necessary to run the optimization process again in order to obtain
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a new distance threshold value (dv). For example in case of 5
RoI proposals, we fixed nf = 15 frames and dm = canberra.
The optimal dv changed from 0.65 to 0.55. We post-process the
n proposed RoIs with non-max suppression to eliminate multiple
redundant detections on top of the same polyp. In original Faster
R-CNN and SSD [30], [31], Jaccard overlap thresholds of 0.7 and
0.45 were used, respectively. These thresholds might be optimal for
object detection in natural images as there is possibility of having
objects occluded by other objects. In colonoscopy, this possibility is
rare, and we empirically noticed that the detectors would generate
multiple redundant detections for the same polyp, and thus we fixed
the Jaccard threshold at 0.25, see Fig. 8 as an example.

(a) (b)

Fig. 8. An example where two detection outputs overlaid on the same
regions. The redundant detection outputs with lower confidence values
are eliminated by non-max suppression. (a) output detection before
applying non-max suppression, (b) output detection after applying non-
max suppression. Two RoIs eliminated by non-max suppression.

1) Evaluation of positive videos: We plotted the results of n
RoIs proposal scenarios in Fig. 9. For sake of simplicity, we only
show the results obtained when Faster R-CNN is used as the RoI
proposal network. Similar results were obtained for FP models and
SSD. Sensitivity slightly increases whereas precision degrades by
involving more RoIs. However, both sensitivity and precision of the
proposed method are improved compared to the counterpart models—
initial models and FP models. This means our method can enhance
the detection performance of both Faster R-CNN and SSD meta-
architectures by integrating temporal information. Both sensitivity
and precision tend to become constant after three RoIs. This is
because the 100 RoIs generated by the first stage are sorted based on
their confidence values. The deeper we go, the smaller the confidence
value will be and the avg−th threshold condition eliminates those
RoIs with low confidence values.
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Fig. 9. Results obtained on the 18 positive videos from CVC-
ClinicVideoDB dataset for multiple RoIs per frame scenarios using
Faster R-CNN as the RoI proposal network in the first stage.

2) Evaluation of negative videos : Fig. 10 shows that the
proposed method is efficient to eliminate many of these FPs with
confidence values ≥ 0.5 before displayed as the final detection. In
Fig. 10, we again showed only the results obtained using Faster R-
CNN as the RoI proposal network. We got similar results for the
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Fig. 10. Results obtained on the 5 negative videos from ASU-MAYO
Clinic dataset for multiple RoIs per frame scenarios using Faster R-CNN
as the RoI proposal network in the first stage.

other models. For initial Faster R-CNN, the specificity is improved
by 14.44% while for initial SSD this improvement was 8.77%. When
applied on the FP models, the specificity of the proposed method was
around 98% and still higher than the two FP models. When we take
more RoIs into account we get slightly better sensitivity, and worse
precision and specificity. These changes in the metrics will continue
to repeat in the same manner if we take more than 5 RoIs. It will
become unnecessary to conduct experiments for other scenarios.

D. Performance evaluation of Faster R-CNN and SSD

It is important to evaluate the performance of Faster R-CNN and
SSD in detecting different types of polyps. The polyps in the CVC-
ClinicVideoDB dataset are categorized based on Paris classification
by endoscopists. The statistics of this classification is given in [23].
Paris classification is based on morphology of polyps. This database
contains only three types: 1) 0-Ip—pedunculated polyp in 1313
frames, 2) 0-Is—sessile polyp in 6633 frames, and 3) 0-IIa—flat-
elevated polyp in 2079 frames. Fig. 11 illustrates the graphical
representation of the three types of polyps with an example for each.

Fig. 11. Types of polyps in CVC-ClinicVideoDB. (a) 0-Ip—pedunculated
polyp, (b) 0-Is—sessile polyp, (c) 0-IIa—flat-elevated polyp.

Table IV shows the detection capability of Faster R-CNN and SSD
in detecting these three types of polyps. Both are able to detect all
different types of polyps in at least a sequence of frames in all

123



10 GENERIC COLORIZED JOURNAL, VOL. XX, NO. XX, XXXX 2018

videos. Pedunculated polyps are the easiest type for both models.
Faster R-CNN could detect 91.01% of pedunculated polyps whereas
SSD could detect 87.66%. For sessile polyps, Faster R-CNN showed
a better performance than SDD, with sensitivity of 83.73% and
67.9% respectively. For flat-elevated polyps SSD performed poor with
sensitivity of 11.5% only while Faster R-CNN could detect 68.4% of
them. These results show that Faster R-CNN is more powerful than
SSD for flat polyps. In general, Faster R-CNN demonstrated better
detection capability than SSD for all types of polyps. However, SSD
is much faster than Faster R-CNN and meets real-time constraints.
To evaluate the processing time, we use the Mean Processing Time
(MPT)—the time needed for processing a frame and the time needed
for displaying the results. On a standard PC with NVIDIA GeForce
GTX1080i, MPT is 390 msec for Faster R-CNN while it is just 33
msec for SSD. The total MPT of the proposed method then becomes
the MPT of the detectors (either 390 msec or 33 msec) plus the delay
caused by the FP reduction unit (280 msec). The reason for these
differences might be due to two factors: 1) the CNN feature extractor
network of Faster R-CNN is much deeper, 2) there is an additional
network (RPN) proposing RoIs in Faster R-CNN.

TABLE IV
PERFORMANCE EVALUATION OF FASTER R-CNN AND SSD IN

DETECTING DIFFRENT TYPES OF POLYPS

A) 0-Ip—pedunculated polyps
Method Score th Sen% Pre% F1%
Faster R-CNN 0.5 90.86 81.54 85.95
Faster R-CNN with proposed method 0.5 91.01 89.11 90.05
SSD 0.5 82.71 84.06 83.38
SSD with proposed method 0.5 87.66 87.20 87.43

B) 0-Is—sessile polyps
Method Score th Sen% Pre% F1%
Faster R-CNN 0.5 82.04 87.07 84.48
Faster R-CNN with proposed method 0.5 83.73 91.4 87.4
SSD 0.5 62 91.32 73.85
SSD with proposed method 0.5 67.9 94.92 79.17

B) 0-IIa—flat-elevated polyps
Method Score th Sen% Pre% F1%
Faster R-CNN 0.5 67.24 71.04 69.1
Faster R-CNN with proposed method 0.5 68.4 74.1 71.13
SSD 0.5 11.78 45.12 18.68
SSD with proposed method 0.5 11.5 45.70 18.37

VI. DISCUSSION

Temporal information is essential to reduce the number of FPs in
video sequences. Original Faster R-CNN and SSD meta-architectures
are developed for object detection in still images and do not have any
mechanism to learn this important feature during training even if they
are trained on video sequences. To improve their performance for
polyp detection and make them more suitable for clinical usability,
we integrated information from previous and future frames. The
proposed scheme can be incorporated with any detector network
for normal video detection applications. Usually, FPs are located in
different positions in the neighboring frames, and their coordinates
are irregular. The advantage of integratinginformation from future
frames is to detect those irregularities with more robust and reliable
decision-making and to estimate the changes in polyp position by a
simple interpolation in order to detect missed polyps in inter-frames.
The second advantage is to smoothen the detection output in the
sequence by refining coordinates of those TP bounding boxes that
are a little larger or smaller than those in the neighboring frames.
In Fig. 12, even though the detections in frame 373, 374, and 375

are correct, the system recognizes them as abnormal relative to the
detections in the consecutive frames and refines them using the same
interpolation formula.

The main drawback of using future frames is that a small delay
in displaying the detection outputs is introduced. The RoI proposal
network generates RoIs for the last frame, but they will not be shown
till the frame becomes the current frame—the frame in the middle of
the sequence. In case of having 25 frames per second, this delay is
just 280 msec. The main objective of the FP learning is to teach the
detection models how FPs look like. Although this enhances both the
precision and specificity, it degrades the sensitivity by a large ratio
[15]. When we applied our FP reduction method over the results
obtained by the initial Faster R-CNN and SSD (score−th = 0.5),
we could improve the precision by 7%–8% whereas the sensitivity got
degraded by just 1%∼2%. From a clinical point of view, this balance
is important and measured by the F1-score. As shown in Tables V
and VI, the initial Faster R-CNN and SSD with the combination of
our FP reduction unit have better sensitivity and thus better F1-score
compared to their FP models.

Our method is similar to the methods proposed by Zhang et at. [17]
and Yu et al. [18] in the way that all utilize temporal dependencies
for better detection performance. However, Our method is developed
to precisely eliminate FPs and keep/increase TPs. Unlike Zhang et
at. [17], we used temporal information from future and previous
frames. Future frames allowed us for better and more reliable decision
making, and thus we were able to increase sensitivity, precision and
specificity by keeping and increasing TPs and eliminating most of
the FPs. Unlike Yu et al. [18], we used 2D-CNN for providing
regions of polyp candidates and used 3D temporal information in
a post processing unit to classify FPs from TPs. This makes our
model less computationally and memory expensive compared to the
3D-CNN model in [18]. Unfortunately, due to licence problems we
could not get our hands on the ground-truth of the ASU–Mayo Clinic
test dataset to numerically compare all the three models in a table.

TABLE V
ONE ROI PER FRAME SCENARIO RESULTS OBTAINED ON 18 POSITIVE

VIDEOS FROM CVC-CLINICVIDEODB: IN EACH SUB-TABLE, THE 1st

ROW SHOWS THE RESULT OF THE DETECTORS WITH SCORE

THRESHOLD OF 0.5, THE 2nd ROW SHOWS THE RESULT OF OUR

METHOD APPLIED ON THE 1st ROW RESULT, AND THE 3rd ROW SHOWS

THE RESULTS OF FP MODELS FOR COMPARISON PURPOSE

A) Faster R-CNN model used as the RoI proposal network
Method Score th TP FP TN FN Sen% Pre% F1%
Faster R-CNN [15] 0.5 8033 1648 1151 1992 80.13 82.98 82.53
proposed method 0.5 7904 829 1526 2121 78.84 90.51 84.27
FP model [15] 0.5 6985 590 1714 3040 69.68 92.21 79.38

B) SSD model used as the RoI proposal network
Method Score th TP FP TN FN Sen% Pre% F1%
SSD 0.5 5443 895 1629 4582 54.29 85.88 66.53
proposed method 0.5 5329 399 1739 4696 53.16 93.03 67.66
FP model 0.5 5023 319 1817 5002 50.10 94.03 65.37

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a novel polyp detection framework that
can be used with any object detector method to integrate temporal
information and increase the overall polyp detection performance in
colonoscopy videos. The proposed scheme combines individual frame
analysis and temporal video analysis to make the final decision in the
current state. In particular, the proposed scheme benefits from the
coordinates of the RoIs provided for a set of consecutive frames to
measure the similarities and find detection irregularities and outliers.
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TABLE VI
FIVE ROI PER FRAME SCENARIO RESULTS OBTAINED ON 18 POSITIVE

VIDEOS FROM CVC-CLINICVIDEODB DATASET: FOR MORE DETAILS

PLEASE SEE THE CAPTION OF TABLE V

A) Faster R-CNN model used as the RoI proposal network
Method Score th TP FP TN FN Sen% Pre% F1%
Faster R-CNN [15] 0.5 8131 1948 1151 1894 81.11 80.67 80.89
proposed method 0.5 7995 1039 1518 2030 79.75 88.50 83.9
FP model [15] 0.5 7007 663 1714 3018 69.9 91.36 79.02

B) SSD model used as the RoI proposal network
Method Score th TP FP TN FN Sen% Pre% F1%
SSD 0.5 5463 1043 1629 4562 54.5 83.97 66.1
proposed method 0.5 5631 430 1739 4664 53.48 92.57 67.8
FP model 0.5 5046 429 1817 4979 50.33 92.16 65.11

In addition, the proposed scheme is able to detect missed polyps and
refine the detection output by incorporating some future frames. We
validated our method on two state of the art convolutional neural
network (CNN) based detectors, faster region based convolutional
neural network (Faster R-CNN) and single shot multibox detector
(SSD). Faster R-CNN is incorporated with the Inception-Resent for
high detection performance, but low speed; SSD is incorporated
with MobileNet for low detection performance, but real-time speed.
Our experimental results showed that the two object detectors are
missing the importance of Spatio-Temporal coherence feature for
video sequence analysis and vulnerable to small changes, and thus
they miss the same polyp within the inter-frames.

Only using the coordinates of the proposed RoIs to measure
the similarities might not be sufficient to make the final detection
decision. The possibility of incorporating additional features should
be investigated to improve overall performance. It is important to
find a mechanism in order to train the object detection models on
video sequences to learn extra features such as motion estimation
and variability of polyp appearance within a sequence of frames.
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Fig. 12. Refining and smoothing the detection outputs in a sequence of frames starting from frame 364
(
the top left frame in (a) and (b)

)
and ending

at frame 378
(
the bottom right frame in (a) and (b)

)
. (a) Detection results before refining–see irregular detected bounding boxes in frames 372,

373, and 374, (b) Detection results after refining–see the corrected bounding boxes in frames 372, 373, and 374, (c) coordinates of the detected
bounding boxes before refining, (d) coordinates of the detected bounding boxes after refining.

[31] W. Liu, D. Anguelov, D. Erhan, C. Szegedy, S. Reed, C. Y. Fu, and
A. C. Berg. Ssd: Single shot multibox detector. In European conference
on computer vision, pages 21–37. Springer, 2016.

[32] Q. Dou, H. Chen, L. Yu, L. Zhao, J. Qin, D. Wang, V. CT Mok, L. Shi,
and P. Heng. Automatic detection of cerebral microbleeds from mr
images via 3d convolutional neural networks. IEEE transactions on
medical imaging, 35(5):1182–1195, 2016.

[33] J. Redmon, S. Divvala, R. Girshick, and A. Farhadi. You only look
once: Unified, real-time object detection. In Proceedings of the IEEE
conference on computer vision and pattern recognition, pages 779–788,
2016.

[34] D. Tran, L. Bourdev, R. Fergus, L. Torresani, and M. Paluri. Learning
spatiotemporal features with 3d convolutional networks. In Proceedings
of the IEEE international conference on computer vision, pages 4489–
4497, 2015.

[35] R. Girshick. Fast r-cnn. In Proceedings of the IEEE international
conference on computer vision, pages 1440–1448, 2015.

[36] C. Szegedy, S. Ioffe, V. Vanhoucke, and A. A. Alemi. Inception-v4,
inception-resnet and the impact of residual connections on learning. In
AAAI, volume 4, pages 4278–4284, 2017.

[37] J. Huang, V. Rathod, C. Sun, M.g Zhu, A. Korattikara, A. Fathi,
I. Fischer, Z. Wojna, Y. Song, S. Guadarrama, et al. Speed/accuracy
trade-offs for modern convolutional object detectors. In IEEE CVPR,
volume 4, 2017.

[38] A. G. Howard, M. Zhu, B. Chen, D. Kalenichenko, W. Wang,
T. Weyand, M. Andreetto, and H. Adam. Mobilenets: Efficient convo-
lutional neural networks for mobile vision applications. arXiv preprint
arXiv:1704.04861, 2017.

[39] P. J. Davis. Interpolation and approximation. Courier Corporation, 1975.
[40] N. Tajbakhsh, J. Y Shin, S. R. Gurudu, R. T. Hurst, C. B. Kendall, M. B.

Gotway, and J. Liang. Convolutional neural networks for medical image
analysis: Full training or fine tuning? IEEE transactions on medical
imaging, 35(5):1299–1312, 2016.

[41] T. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan, P. Dollár,
and C. L. Zitnick. Microsoft coco: Common objects in context. In
European conference on computer vision, pages 740–755. Springer,
2014.

[42] T. Tieleman and G. Hinton. Divide the gradient by a running average of
its recent magnitude. coursera: Neural networks for machine learning.
Technical report, Technical Report. Available online: https://zh.
coursera. org/learn/neuralnetworks/lecture/YQHki/rmsprop-divide-the-
gradient-by-a-running-average-of-its-recent-magnitude (accessed on 21
April 2017).

[43] G. Jurman, S. Riccadonna, R. Visintainer, and C. Furlanello. Canberra
distance on ranked lists. In Proceedings of Advances in Ranking NIPS
09 Workshop, pages 22–27. Citeseer, 2009.

126



Paper IV

Polyp Detection and Segmentation
using Mask R-CNN: Does a Deeper
Feature Extractor CNN Always
Perform Better?

Hemin Ali Qadir, Younghak Shin, Johannes Solhusvik, Jacob
Bergsland, Las Aabakken, Ilangko Balasingham
Published in 2019 13th International Symposium on Medical Information
and Communication Technology (ISMICT), Oslo, Norway, June 2019, DOI:
10.1109/ISMICT.2019.8743694.

IV

This work was supported by Research Council of Norway through the industrial Ph.D.
project under the contract number 271542/O30.

127

http://dx.doi.org/10.1109/ISMICT.2019.8743694




Polyp Detection and Segmentation using Mask
R-CNN: Does a Deeper Feature Extractor CNN

Always Perform Better?
Hemin Ali Qadir1,2,5, Younghak Shin6, Johannes Solhusvik2,5, Jacob Bergsland1,

Lars Aabakken1,4, Ilangko Balasingham1,3

1Intervention Centre, Oslo University Hospital, Oslo, Norway
2Department of Informatics, University of Oslo, Oslo, Norway

3Department of Electronic Systems, Norwegian University of Science and Technology, Trondheim, Norway
4Department of Transplantation Medicine, University of Oslo, Oslo, Norway

5OmniVision Technologies Norway AS, Oslo, Norway
6LG CNS, Seoul, Korea

Abstract—Automatic polyp detection and segmentation are
highly desirable for colon screening due to polyp miss rate by
physicians during colonoscopy, which is about 25%. However, this
computerization is still an unsolved problem due to various polyp-
like structures in the colon and high interclass polyp variations
in terms of size, color, shape and texture. In this paper, we
adapt Mask R-CNN and evaluate its performance with different
modern convolutional neural networks (CNN) as its feature ex-
tractor for polyp detection and segmentation. We investigate the
performance improvement of each feature extractor by adding
extra polyp images to the training dataset to answer whether
we need deeper and more complex CNNs, or better dataset
for training in automatic polyp detection and segmentation.
Finally, we propose an ensemble method for further performance
improvement. We evaluate the performance on the 2015 MICCAI
polyp detection dataset. The best results achieved are 72.59%
recall, 80% precision, 70.42% dice, and 61.24% jaccard. The
model achieved state-of-the-art segmentation performance.

Index Terms—polyp detection, polyp segmentation, convolu-
tional neural network, mask R-CNN, ensemble

I. INTRODUCTION

Colorectal cancer is the second most common cause of
cancer-related death in the United States for both men and
women, and its incidence increases every year [1]. Colonic
polyps, growths of glandular tissue at colonic mucosa, are the
major cause of colorectal cancer. Although they are initially
benign, they might become malignant over time if left un-
treated [2]. Colonoscopy is the primary method for screening
and preventing polyps from becoming cancerous [3]. However,
colonoscopy is dependent on highly skilled endoscopists and
high level of eye-hand coordination, and recent clinical studies
have shown that 22%–28% of polyps are missed in patients
undergoing colonoscopy [4].

Over the past decades, various computer aided diagnosis
systems have been developed to reduce polyp miss rate and
improve the detection capability during colonoscopy [5]–
[19]. The existing automatic polyp detection and segmentation
methods can be roughly grouped into two categories: 1) those
which use hand-crafted features [5]–[11], 2) those which use
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data driven approach, more specifically deep learning method
[12]–[18].

The majority of hand-crafted based methods can be cat-
egorized into two groups: texture/color based [5]–[8] and
shape based [9]–[11]. In [5]–[8], color wavelet, texture, Haar,
histogram of oriented gradients and local binary pattern were
investigated to differentiate polyps from the normal mucosa.
Hwang et al. [9] assumed that polyps have elliptical shape
that distinguishes polyps from non-polyp regions. Bernal et
al. [10] used valley information based on polyp appearance to
segment potential regions by watersheds followed by region
merging and classification. Tajbakhsh et al. [11] used edge
shape and context information to accumulate votes for polyp
regions. These feature patterns are frequently similar in polyp
and polyp-like normal structures, resulting in decreased per-
formance.

To overcome the shortcomings of the hand-crafted features,
a data driven approach based on CNN was proposed for polyp
detection [12]–[19]. In the 2015 MICCAI sub-challenge on
automatic polyp detection [12], most of the proposed methods
were based on CNN, including the winner. The authors in
[13] and [14] showed that fully convolution network (FCN)
architectures could be refined and adapted to recognize polyp
structures. Zhang et al. [15] used FCN-8S to segment polyp
region candidates, and texton features computed from each
region were used by a random forest classifier for the final
decision. Shin et al. [16] showed that Faster R-CNN is a
promising technique for polyp detection. Zhnag et al. [17]
added a tracker to enhance the performance of a CNN polyp
detector. Yu et al. [18] adapted a 3D-CNN model in which a
sequence of frames was used for polyp detection.

In this paper, we adapt Mask R-CNN [20] for polyp detec-
tion and segmentation. Segmenting out polyps from the normal
mucosa can help physicians to improve their segmentation
errors and subjectivity. We have several objectives in this
study. We first evaluate the performance of Mask R-CNN and
compare it to existing methods. Secondly, we aim to evaluate
different CNN architectures (e.g., Resnet50 and Resnet101
[21], and Inception Resnet V2 [21]) as the feature extractor
for the Mask R-CNN for polyp segmentation. Thirdly, we aim
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to answer to what extent adding extra training images can
help to improve the performance of each of the CNN feature
extractors. Do we really need to go for a deeper and more
complex CNN to extract higher level of features or do we just
need to build a better dataset for training? Finally, we propose
an ensemble method for further performance improvement.

II. MATERIALS AND METHODS

A. Datasets

Most of the proposed methods mentioned in section I were
tested on different datasets. The authors in [14], [15] used
a dataset containing images of the same polyps for training
and testing phases after randomly splitting it into two subsets.
This is not very realistic case for validating a method as we
may have the same polyps in the training and testing phases.
These two issues limit the comparison between the reported
results. The 2015 MICCAI sub-challenge on automatic polyp
detection was an attempt to evaluate different methods on the
same datasets. We, therefore, use the same datasets of 2015
MICCAI polyp detection challenge for training and testing the
models. We only use the two datasets of still images: 1) CVC-
ClinicDB [23] containing 32 different polyps presented in 612
images, and 2) ETIS-Larib [24] containing 36 different polyps
presented in 196 images. In addition, we use CVC-ColonDB
[25] that contains 15 different polyps presented in 300 images.

B. Evaluation Metrics

For polyp detection performance evaluation, we calculate
recall and precision using the well-known medical parameters
such as True Positive (TP), False Positive (FP), True Negative
(TN) and False Negative (FN) as follows:

recall =
TP

TP + FN
, (1)

precision =
TP

TP + FP
. (2)

For evaluation of polyp segmentation, we use common seg-
mentation evaluation metrics: Jaccard index (also known as
intersection over union, IoU), and Dice similarity score as
follows:

J(A,B) =
| A ∩B |
| A ∪B | =

| A ∩B |
| A | + | B | − | A ∩B | , (3)

Dice(A,B) =
2 | A ∩B |
| A | + | B | , (4)

where A represents the output image of the method and B the
actual ground-truth.

C. Mask R-CNN

Mask R-CNN [20] is a general framework for object
instance segmentation. It is an intuitive extension of Faster
R-CNN [26], the state-of-the-art object detector. Mask R-
CNN adapts the same first stage of Faster R-CNN which
is region proposal network (RPN). It adds a new branch to
the second stage for predicting an object mask in parallel
with the existing branches for bounding box regression and
confidence value. Instead of using RoIPool, which performs
coarse quantization for feature extraction in Faster R-CNN,
Mask R-CNN uses RoIAlign, quantization-free layer, to fix
the misalignment problem.

For our polyp detection and segmentation, we use the
architecture shown in Fig. 1 to evaluate the performance of
Mask R-CNN with different CNN based feature extractors.
To train our models, we use a multi-task loss on each region
of interest called anchor proposed by RPN. For each anchor
a, we find the best matching ground-truth box b. If there is
a match, anchor a acts as a positive anchor, and we assign a
class label ya = 1, and a vector (φ(ba; a)) encoding box b with
respect to anchor a. If there is no match, anchor a acts as a
negative sample, and the class label is set to ya = 0. The mask
branch has a 14×14 dimensional output for each anchor. The
loss for each anchor a, then consists of three losses: location-
based loss `loc for the predicted box floc(I; a, θ), classification
loss `cls for the predicted class fcls(I; a, θ) and mask loss
`mask for the predicted mask fmask(I, a, θ), where I is the
image and θ is the model parameter,

L(a, I; θ) = 1

m

m∑

i=1

1

N

N∑

j=1

1[a is positive] . `loc

(
φ(ba; a)

−floc(I; a, θ)
)
+ `cls

(
ya, fcls(I; a, θ)

)

+`mask

(
maska, fmask(I, a, θ)

)
,

(5)

where m is the size of mini-batch and N is the number of
anchors for each frame. We use the following loss functions:
Smooth L1 for the localization loss, softmax for the classifi-
cation loss and binary cross-entropy for the mask loss.

D. CNN Feature Extractor Networks

In the first stage of Mask R-CNN, we need a CNN based
feature extractor to extract high level features from the input
image. The choice of the feature extractor is essential because
the CNN architecture, the number of parameters and type of
layers directly affect the speed, memory usage and most im-
portantly the performance of the Mask R-CNN. In this study,
we select three feature extractors to compare and evaluate their
performance in polyp detection and segmentation. We select a
deep CNN (e.g., Resnet50 [21]), deeper CNN (e.g., Resnet101
[21]), and complex CNN (e.g., Inception Resnet (v2) [22]).

Resnet is a residual learning framework to ease the training
of substantially deep networks to avoid degradation problem–
accuracy gets saturated and then degrades rapidly with depth
increasing [21]. With residual learning, we can now benefit
from deeper CNN networks to obtain even higher level of
features which are essential for difficult tasks such as polyp
detection and segmentation. With inception technique, we can
increase the depth and width of a CNN network without
increasing the computational cost [27]. Szegedy et al. [22]
proposed Inception Resnet (v2) to combine the optimization
benefits of residual learning and computational efficiency from
inception units.

For all three feature extractors, it is important to choose one
of the layer to extract features for predicting region proposals
by RPN. In our experiments, we use the recommended layers
by the original papers. For both Resnet50 and Resnet101, we
use the last layer of the conv4 block. For Inception Resnet
(v2), we use Mixed 6a layer and its associated residual
layers.
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Fig. 1. Our Mask R-CNN framework. In the first stage, we use Resnet50, Resnet101 and Resnet Inception v2 as the feature extractor for the performance
evaluation of polyp detection and segmentation. Region proposal network (RPN) utilizes feature maps at one of the intermediate layers (usually the last
convolutional layer) of the CNN feature extractor networks to generate box proposals (300 boxes in our study). The proposed boxes are a grid of anchors
tiled in different aspect ratios and scales. The second stage predicts the confidence value, the offsets for the proposed box and the mask within the box for
each anchor.

E. Ensemble Model
The three CNN feature extractors compute different types

of features due to differences in their number of layers and
architectures. A deeper CNN can compute a higher level of
features from the input image while it loses some spatial
information due to the contraction and pooling layers. Some
polyps might be missed by one of the CNN model while
it could be detected by another one. To partly solve this
problem, we propose an ensemble model to combine results
of two Mask R-CNN models with two different CNN feature
extractors. We use one of the models as the main model and
its output is always relied on, and the second model as an
auxiliary model to support the main model. We only take
into account the outputs from the auxiliary model when the
confidence of the detection is > 95% (an optimized value
using a validation dataset, see section III-B).

F. Training Details
The available polyp datasets are not large enough to train a

deep CNN. To prevent the models from overfitting, we enlarge
the dataset by applying different augmentation strategies. We
follow the same augmentation methods recommended by Shin
et al. [16]. Image augmentation cannot improve data distri-
bution of the training set—they can only lead to an image-
level transformation through depth and scale. This does not
ensure the model from being overfitted. Therefore, we use
transfer learning by initializing the weights of our CNN feature
extractors from models pre-trained on Microsoft’s COCO
dataset [28]. We use SGD with a momentum of 0.9, learning
rate of 0.0003, and batch size of 1 to fine-tune the pre-trained
CNNs using the augmented dataset. We keep the original
image size during both training and test phases.

III. RESULTS AND DISCUSSION

A. Performance Evaluation of the CNN Feature Extractors
In this section, we report the performance of our Mask

R-CNN model shown in Fig. 1 with the three CNN feature

extractors as the base networks. In this experiment, we used
CVC-ColonDB for training and CVC-ClinicDB for testing.
We trained the three Mask R-CNN models for 10, 20, and 30
epochs and drew curves to show the performance improvement
(see Fig. 2). We noticed that only 20 epochs was enough to
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Fig. 2. Accuracy of the CNN feature extractors vs. number of epochs

fine-tune the parameters of the three Mask R-CNN models for
polyp detection and segmentation, in case of Resnet50 and
Resnet101 only 10 epochs. It seems that the the models are
getting overfitted on the training dataset after 30 epochs, which
results in performance degradation.

For comparison, we chose 20 epochs and summarized the
results in Table I. Inception Resnet (v2) and Resnet101 have
shown the best performance for many object classification,
detection and segmentation tasks on datasets of natural images
[29]. However, Mask R-CNN with Resnet50 could outperform

TABLE I
COMPARISON OF THE RESULTS OBTAINED ON THE CVC-CLINICDB

AFTER THE MODELS HAVE BEEN TRAINED FOR 20 EPOCHS

Mask R-CNNs Recall % Precision % Dice % Jaccard %
Resnet50 83.49 92.95 71.6 63.9
Resnet101 80.71 92.1 70.42 63.3
Inception Resnet 77.31 91.25 70.31 63.6
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the counterpart models in all evaluation metrics, with a recall
of 83.49%, precision of 92.95%, dice of 71.6% and jaccard
of 63.9%. This might be due to the fact that deeper and
more complex networks need larger number of images for
training. The CVC-ColonDB dataset contains 300 images with
only 15 different polyps. This dataset might not have enough
unique polyps for Resnet101 and Inception Resnet (v2) to
show their actual performance. This outcome is important
because it could be used as evidence to properly choose a CNN
feature extractor according to the size of the available dataset.
Fig. 3 illustrates three examples with different output results.
The polyp shown in the first column is correctly detected and
nicely segmented by the three models. The polyp in the second
column is detected correctly by the three models, but only
Resnet50 was successful to segment out most of the polyp
pixels from the background. The polyp in the third column is
only detected and segmented by Resnet50.

G
ro

un
d

Tr
ut

h
In

pu
tI

m
ag

e
R

es
ne

t5
0

R
es

ne
t1

01
In

ce
pt

io
n

R
es

ne
t

Fig. 3. Example of three outputs produced by our Mask R-CNN models. The
images in the 1st row show the ground truths for the polyps shown in the 2nd

raw. The images in the 3rd row show the output results produced by Mask
R-CNN with Resnet50. The images in the 4th row are outputs from Mask
R-CNN with Resnet101. The images in the 5th row are outputs from Mask
R-CNN with Resnet Inception (v2).

B. Ensemble Results

It is important to know if detection and segmentation
performance can be improved by combining the output results
of two Mask R-CNN models. Table II shows the results of
this combination. We chose Resnet50 as our main model
because it performed better than its counterparts as seen in

Table I, and the two others as the auxiliary model. We first
used the ETIS-Larib dataset as the validation set to select a
suitable confidence threshold for the auxiliary model. This is
an essential prepossessing to prevent increasing the number
of FP detection. Based on this optimization step, the output
of the auxiliary model is only taken into account when the
confidence of the detection is > 95%.

Table II demonstrates that the auxiliary model could only
add a small improvement in the performance of the main
model. Resnet101 could improve recall by 2.93%, dice by
4.12%, and jaccard by 4.38% whereas Resnet Inception could
only improve recall by 0.46%, dice by 3.13%, and jaccard by
3.51%. Precision got decreased in both cases.

TABLE II
ENSEMBLE RESULTS OBTAINED ON THE CVC-CLINICDB BY COMBINING

THE RESULTS OF TWO MASK R-CNN MODELS

Mask R-CNNs Recall % Precision % Dice % Jaccard %
Resnet50 83.49 92.95 71.6 63.9
Resnet101 80.71 92.1 70.42 63.3
Resnet Inception 77.31 91.25 70.31 63.6
Ensemble50+101 86.42 92.41 75.72 68.28
Improvement 2.93 -0.54 4.12 4.38
Ensemble50+Incep 83.95 90.67 74.73 67.41
Improvement 0.46 -2.28 3.13 3.51
50+101 Resnet50 used as main, Resnet101 used as auxiliary
50+Incep Resnet50 used as main, Resnet Inception used as auxiliary

The improvement in detection is less than in segmentation.
This means that Resnet50 was able to detect most of the polyps
detected by the two auxiliary models. Fig. 4 illustrates two
polyp examples. The first polyp is partially segmented and
the second polyp is missed by Resnet50. However, they both
are precisely segmented by Resnet101 and Resnet Inception
with a confidence of 99%.

Input+Ground Truth Resnet50 Resnet101 Recent Inception

Fig. 4. Example of two outputs produced by the three Mask R-CNN models.
Column 1 shows two polyps with their ground truths. Columns 2, 3 and 4
show the results of Resnet50, Resnet101 and Resnet Inception, respectively.

C. The Effect of Adding New Images to the Training Set

In this experiment, we aim to know to what extent adding
extra training images with new polyps can help the CNN
feature extractors improve their performance. We thus trained
the three models again for 20 epochs using the images in
both ETIS-Larib and CVC-ColonDB datasets for training (51
different polyps). Table III shows that all the three models were
able to greatly improve both the detection and segmentation
capabilities of the Mask R-CNN (especially Inception Resnet)
after adding 36 new polyps of ETIS-Larib (196 images) to
the training data. Unlike ensemble approach, all the metrics,
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including precision, improved by larger margins in this exper-
iment. As can be noticed in the results, Resnet Inception is
the model with the most improvements in all metrics. This
indicates the ability of this CNN architecture to extract richer
features from larger training data. As shown in Fig. 5, the new

TABLE III
COMPARISON OF RESULTS OBTAINED ON THE CVC-CLINICDB AFTER
ETIS-LARIB WAS ADDED TO THE TRAINING DATA AND THE MODELS

TRAINED FOR 20 EPOCHS
Mask R-CNNs Recall % Precision % Dice % Jaccard %
Resnet50* 83.49 92.95 71.6 63.9
Resnet50+ 85.34 93.1 80.42 73.4
improvement 1.85 0.15 8.82 9.5
Resnet101* 80.71 92.1 70.42 63.3
Resnet101+ 84.87 95 77.48 70.13
improvement 4.16 2.9 7.06 6.83
Inception Resnet* 77.31 91.25 70.31 63.6
Inception Resnet+ 86.1 94.1 80.19 73.2
improvement 8.79 2.85 9.88 9.6
* indicates that only CVC-ColonDB was used for the training
+ indicates that CVC-ColonDB and ETIS-Larib were used for training

polyp images added to the training data helped Mask R-CNN
with Inception Resnet (v2) to predict a better mask for the
polyp shown in the first column, correctly detect and segment
the missed polyp shown in the second column, and correct the
FP detection for the polyp shown in the third column.
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Fig. 5. Example of three outputs produced by Mask R-CNN with Inception
Resnet (v2). The images in the 1st row show the ground truths for the polyps
shown in the 2nd row. The images in the 3rd row are output results of the
model when trained on CVC-ColonDB (Inception Resnet*). The images in
the 4th row are output results of the model when trained on CVC-ColonDB
and ETIS-Larib (Inception Resnet+).

D. Comparison with Other Methods

Each output produced by the Mask R-CNN consists of three
components: a confidence value, the coordinates of a bounding
box, and a mask (see Fig. 3). This makes Mask R-CNN eligi-
ble for performance comparison with other methods in terms

of the detection and segmentation capabilities. For comparison
against the methods presented in MICCAI 2015, we followed
the same dataset guidelines i.e. CVC-ClinicDB dataset used
for training stage whereas ETIS-Larib dataset used for testing
stage. In Table IV, we compare our Mask R-CNN models

TABLE IV
SEGMENTATION RESULTS OBTAINED ON THE ETIS-LARIB DATASET

Segmentation Models Dice % Jaccard %
FCN-VGG [13] 70.23 54.20
Mask R-CNN with Resnet50 58.14 51.32
Mask R-CNN with Resnet101 70.42 61.24
Mask R-CNN with Inception Resnet 63.78 56.85

against FCN-VGG [13] which is the only segmentation method
fully tested on ETIS-Larib. Our Mask R-CNN with Resnet101
has outperformed all the other methods including FCN-VGG,
with a dice of 70.42% and Jaccard of 61.24%. To be able to
fairly compare the detection capability of our Mask R-CNN
models, we followed the same procedure in MICCAI 2015 to
compute TP, FP, FN, and TN. As can be seen in Table V, our
Mask R-CNN with Resnet101 achieved the highest precision
(80%) and a good recall (72.59%), outperforming Mask R-
CNN with Resnet50, Mask R-CNN with Inception Resnet
(v2) and the best method in MICCAI 2015. FCN-VGG has

TABLE V
DETECTION RESULTS OBTAINED ON THE ETIS-LARIB DATASET

Detection Models Recall % Precision %
CUMED [12] 69.2 72.3
OUS [12] 63.0 69.7
FCN-VGG [13] 86.31 73.61
Mask R-CNN with Resnet50 64.42 70.23
Mask R-CNN with Resnet101 72.59 80.0
Mask R-CNN with Inception Resnet 64.9 77.6

a better recall because both CVC-ClinicDB and ASU-Mayo
were used in the training stage (more data for training). These
results in Tables IV and V are inconsistent with the results in
Table I where Resnet50 achieved the best performance. The
main reason for this could be due to having more different
polyps (32 polyps in 612 images) available for training. Again
Inception Resnet (v2) was unable to outperform Resnet101.
We surmise this is because Inception modules are well-known
for being hard to train with a limited amount of training data.

IV. CONCLUSIONS

In this paper we adapted and evaluated Mask R-CNN with
three recent CNN feature extractors i.e. Resnet50, Resnet101,
and Inception Resnet (v2) for polyp detection and segmenta-
tion. Although a deeper network is essential for high perfor-
mance in natural image domain, Resnet50 was able to out-
perform Resnet101 and Resnet Inception (v2) when a limited
amount of training data is available. When we added 36 new
polyps presented in 196 images to the training data, the three
models gained both detection and segmentation improvements,
especially for Inception Resnet (v2). The results confirm that
with a better training dataset, Mask R-CNN will become a
promising technique for polyp detection and segmentation, and
using a deeper or more complex CNN feature extractor might
become unnecessary.
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ABSTRACT Deep learning has delivered promising results for automatic polyp detection and segmentation.
However, deep learning is known for being data-hungry, and its performance is correlated with the amount
of available training data. The lack of large labeled polyp training images is one of the major obstacles in
performance improvement of automatic polyp detection and segmentation. Labeling is typically performed
by an endoscopist, who performs pixel-level annotation of polyps. Manual polyp labeling of a video
sequence is difficult and time-consuming. We propose a semi-automatic annotation framework powered
by a convolutional neural network (CNN) to speed up polyp annotation in video-based datasets. Our
CNN network requires only ground-truth (manually annotated masks) of a few frames in a video for
training and annotating the rest of the frames in a semi-supervised manner. To generate masks similar to
the ground-truth masks, we use some pre and post-processing steps such as different data augmentation
strategies, morphological operations, Fourier descriptors, and a second stage fine-tuning. We use Fourier
coefficients of the ground-truth masks to select similar generated output masks. The results show that it is
possible to 1) produce ∼ 96% of Dice similarity score between the polyp masks provided by clinicians and
the masks generated by our framework, and 2) save clinicians time as they need to manually annotate only
a few frames instead of annotating the entire video, frame-by-frame.

INDEX TERMS Colonoscopy, polyp segmentation, convolutional neural networks, semi-automatic, anno-
tation, semi-supervised.

I. INTRODUCTION
Colorectal cancer (CRC) is the second and third most com-
monly diagnosed cancer in the world for females and males,
respectively [1]. Most cases of CRC originate from small
benign mucosal protrusions called adenomatous polyps.
Over time, some of these polyps can turn into cancer if
left untreated [2]. Colonoscopy is the preferred method
for the detection and removal of such polyps, alterna-
tively detecting early cancers when they can be successfully

The associate editor coordinating the review of this manuscript and

approving it for publication was Zhao Zhang .

treated [3]. Colonoscopy is, however, operator dependent,
and polyp miss-rate is reported around 22%-28% during
colonoscopy [4].

Deep learning approaches, specifically convolutional neu-
ral networks (CNN), have demonstrated a strong performance
for polyp detection and segmentation [5]–[12]. Not only do
such deep models outperform traditional machine learning
methods, but they also come with the benefit of not requiring
difficult feature engineering. However, deep learning is a
data-driven and data-hungry approach, i.e., its performance is
highly correlated with the amount of available training data.
The lack of large labeled polyp training images is one of the
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major obstacles in performance improvement of automatic
polyp detection and segmentation [12]–[16]. Although there
are some publicly available datasets (e.g. [17]–[21]), higher
quality and a larger quantity of fully annotated datasets of
polyp images and videos are highly desirable [14], [15].
Unlike a still frame dataset, a database of polyp videos can
preserve temporal dependencies among frames. This tem-
poral information is helpful to improve the performance of
polyp detection [9]–[11]. Collecting and anonymizing polyp
videos might not be as difficult as annotating them. Expert
endoscopists are required to interpret colonoscopy videos
and annotate them frame by frame. This process is time-
consuming, and unnecessary work has to be repeated for the
same polyp that appears in a sequence of neighboring frames.
This might be one of the main obstacles of not realizing a
large labeled database of polyp videos.

In this paper, we propose a framework powered by a new
CNN based network to semi-supervisingly segment out polyp
regions in video sequences and eliminatemost of the unneces-
sary work needed for polyp annotation task. Our CNN has an
encoder to extract hierarchical features from the input images,
and multiple decoders (MDe) to restore the extracted features
into a mask image. Hence, we name our network MDeNet.
For each video, clinicians need to provide ground-truth of
only a few numbers of frames.We use themanually annotated
frames with their ground-truth to fine-tune a pre-train CNN,
our proposed network. We also use the ground-truth masks
as reference annotations to monitor outputs of the proposed
framework. Based on these references, the proposed frame-
work will generate masks for the rest of the remaining frames
in the video.

II. RELATED WORK
There are many annotation tools [14] where an annotator
has to draw polygons around objects by numerous clicks on
the object boundary. Bernal et al. [14] used the datasets of
polyps from the Gastrointestinal Image ANAlysis (GIANA)
challenge1 to qualitatively compare their labeling method
with other similar and popular annotation tools. These tools
are impractical for annotating video frames due to themassive
manual workload in terms of the required number of clicks
and time per frame.

Interactive segmentation methods for annotation aim at
reducing human interactions to a few clicks, and thereby
reducing the time costs required for each image. In a weakly
supervised manner, annotators can select objects of interest
by providing weak annotations such as strokes and bounding
boxes [22]–[24]. The conventional interactive segmentation
methods [25]–[27] typically look at low-level clues, such
as colors, texture, etc. to segment the target object, leading
to poor segmentation in cases of similar foreground and
background appearances. Recently, deep learning has played
an important role in the improvement of interactive segmen-
tation techniques [22]–[24]. Although the output of deep

1available at https://giana.grand-challenge.org/

learning-based interactive segmentation approaches looks
much better than the conventional methods, they require sub-
stantial user interactions to produce satisfactory segmenta-
tion. This problem limits the use of those models for video
annotation.

Semi-supervised video segmentation is another approach
to annotate video frames in a more timely and efficient man-
ner. In this approach, a segmentation model tries to provide
annotations for the remaining frames of a video after it has
been exposed to manual labels of a few frames of the same
video. There are three trends to do this: propagation-based
methods [28]–[34], appearance-based methods [35]–[37],
and hybrid methods [38]. Propagation based methods lever-
age temporal coherence of object motion such as optical flow
to propagate ground-truth labels from labeled to unlabeled
frames. This approach seems to be vulnerable to temporal
discontinuities like occlusions and rapid motion. It can also
suffer from drifting once the propagation becomes unreli-
able [28]. To solve these problems, appearance-based meth-
ods have been proposed [35]–[37], in which a model learns
the appearance of the target object from a set of given labeled
frames, and then perform pixel-level detection of the target
object at each frame. This approach seems to be vulnerable to
appearance changes and object instances with similar appear-
ances. Hybrid models aim to benefit from the advantages of
both methods [38].

Our method falls in the line of hybrid research as we
use temporal information among neighboring frames to
strengthen an appearance-based model. Unlike other works
[28]–[31], [35]–[38], which often train a model on manual
labels of the first and/or the last frames, we recommend
selecting k frames for manual labeling. That is because
semi-automatic colonic polyp annotation in videos is chal-
lenging due to the complex environment of the inner lining
of the colon (mucosa) and the existence of various polyp-like
structures. In addition, when the endoscope moves in the
colon, the appearance of the same polyp changes in neigh-
boring frames. It will be difficult for a model to learn all the
scene changes from the ground-truth of the frame where the
targeted polyp first appears. We use the manually annotated
ground-truth to fine-tune a pre-train CNN (our MDeNet) to
learn the appearance changes of the target object from every
interval period T . This is important for an annotation method
to avoid generating unreliable masks and produce accurate
segmentation so that they can be used as ground-truth images.
Our novel algorithm provides an essential tool to reduce
tedious manual labeling of video sequences. An annotator
has to draw polygons around the target objects (polyps in our
case) at the start, in some keyframes, and at the final frame.

III. METHODS
A. NETWORK ARCHITECTURE OF MDeNet
We would like our MDeNet to 1) accurately segment out the
targeted polyps from the backgroundwith precise boundaries,
2) have a relatively small number of parameters so that it
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FIGURE 1. The network architecture of MDeNet. Every iteration, the network takes in a frame from the target video as the input RGB
image of size 256 × 256 × 3, and generates a corresponding binary mask of size 256 × 256 × 1. The cyan boxes correspond to the
encoder path, and the blue ones to the decoder paths. The resolution and the number of channels are denoted either at the bottom or
next to the boxes such that the first two numbers are width and height, and the third is the number of channels.

can easily converge on a limited amount of manual annota-
tion data, and have relatively fast inference times. Figure 1
illustrates the network architecture of MDeNet. It consists of
an encoder and multiple paths of decoders. The encoder has
four layers to extract different levels of features from the input
image. At each layer of the encoder, there is a decoder to inter-
pret the extracted features. In the encoder path, we lose some
spatial information due to the contraction. We use multiple
decoders to increase contextual and semantics information
by utilizing the features from different scales. This step also
increases the receptive field which helps to segment polyps
of different sizes more precisely [39], [40]. We concatenate
the outputs of the decoders by stacking them in a single
layer. We apply a convolutional layer with tanh activation
function on the concatenation layer to generate the output
mask. This concatenation helps combine lower and higher
levels of features in order to achieve accurate segmentation
with satisfactory boundaries for the targeted objects.

A 4 × 4 unpadded convolution with stride 2 is applied
for downsampling at each layer of the encoder path. Every
convolutional layer is followed by a leaky rectified linear
unit (Leaky ReLU) and batch normalization. We double the
number of feature channels and halve the resolution at each
down-sampling step. In each layer of the decoders, we up-
sample the feature maps by applying a 4 × 4 deconvolution
with stride 2, each followed by a rectified linear unit (ReLU)

and batch normalization. The decoder paths halve the number
of feature channels and double the resolution. To generate
binary polyp mask images, we concatenate the feature maps,
which have the same dimensions of the input image, of the
final layers of the decoder paths and apply a 3 × 3 padded
convolution followed by tanh activation function.

The ground-truth of the training data is binary mask
images, in which white pixels correspond to polyp pixels and
black pixels correspond to the background. Xue et al. [41]
showed that multi-scale L1 loss could force a CNN network
to learn spatial relationships between pixels when features
from multiple scales (i.e. multiple layers) are used to predict
the output. Similarly, we predict the output binary masks
from the concatenated feature maps decoded from multiple
layers. Therefore, we choose the pixel-wise L1 loss as the
objective function to update the network parameters in order
to generate a precise boundary for the target polyps. Later,
we evaluate other pixel-wise segmentation losses such as
dice and cross-entropy losses. L1 loss computes the absolute
error between the ground-truth mask X and generated output
binary mask Y as follows:

L`1(W ) =
1
m

m∑
j=1

1
n

n∑
i=1

| Xi − Yi |,

Y = M (I ;W ), (1)
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where M is the CNN model, I is the input RGB image, W is
the network parameters, m is the size of mini-batch, and n is
the number of pixels.

B. PARENT MODEL
A large amount of training data is desired to train a CNN
based network. If a limited number of training data is avail-
able, the network struggles to learn and find the global min-
ima. It is our ambition to use as few labeled images as possible
to reduce the amount of work required for manual polyp
annotation. To learn the generic notion of polyp appearances,
we use the binary masks of CVC-ColonDB dataset [18]
(explained in Section IV-A) to pre-train the parameters of
the CNN networks investigated in this study, including our
MDeNet. We augment the images by rotating, zooming in &
out, and shearing to increase the number of training images.
For our MDeNet, we use Adam optimizer with a learning rate
of 0.0002 and an exponential decay rate of 0.5 for 100 epochs.
For the other networks, we use hyper-parameters recom-
mended by the original papers for training. These pre-trained
networks might fail to segment polyps from unseen images
because they are unable to obtain generalization ability from
this small training dataset. However, their parameters have
some sort of knowledge of generic notion which helps the
convergence of the networks when they are fine-tuned on the
selected frames of the target videos.

C. FOURIER DESCRIPTORS
Polyp masks have a closed contour in the output binary image
of the network. The closed contour can be approximated to
an elliptical shape (see Figure 1). We use elliptic Fourier
descriptors (FD) proposed by [42] for the characterization of
closed contours. Even though the coefficients are invariant
with the starting point, rotation, dilation, and translation, they
contain precise information about the shape of the contour,
and thus can be used for shape discrimination in binary
images. Elliptic Fourier descriptors start from the chain code
that approximates a continuous contour by numbering eight
standardized line segments as follows

C = q1q2q3q4....qK , (2)

where each link qi is an integer number between 0 and 7 ori-
ented in the direction of (π/4)qi. Fourier series expansion
is appropriate for the x and y projections of the chain code
because the code repeats on successive traversals of a closed
contour. The truncated Fourier expansion for a closed counter
can be written as

XN = a0 +
N∑
n=1

an cos
2nπ t
T
+ bn sin

2nπ t
T

, (3)

YN = c0 +
N∑
n=1

cn cos
2nπ t
T
+ cn sin

2nπ t
T

. (4)

N is the number of harmonics needed in the Fourier approxi-
mation. a0 and c0 are DC components and excluded from the

features vector. an, bn, cn, and bn are the coefficients which
define the contour shape and can be calculated from the chain
code as follows

an =
T

2n2π2

K∑
p=1

1xp
1tp

[
cos

2nπ tp
T
− cos

2nπ tp−1
T

]
, (5)

bn =
T

2n2π2

K∑
p=1

1xp
1tp

[
sin

2nπ tp
T
− sin

2nπ tp−1
T

]
, (6)

cn =
T

2n2π2

K∑
p=1

1yp
1tp

[
cos

2nπ tp
T
− cos

2nπ tp−1
T

]
, (7)

bn =
T

2n2π2

K∑
p=1

1yp
1tp

[
sin

2nπ tp
T
− sin

2nπ tp−1
T

]
. (8)

where tp is the time required to traverse the first p links in the
chain code, and xp and yp are, respectively, the projections on
x and y of the first p links of the chain code.

D. PROCEDURE OF THE PROCESS
Figure 2 illustrates the entire procedure of the proposed
framework, which consists of two trials. In the first trial,
for each specific video, we initialize the network parameters
from the parent model. We select a frame with a selection
frequency of T in the target video V

V =
{
f1, f2, f3, f4, ..........., fl

}
. (9)

We set the selection frequency to be T = 50, i.e. a frame is
selected at every 50 consecutive frames. The selected frames
which we call them reference frames Fr with their manual
masksMr , respectively, are

Fr =
{
f1, f50, f100, f150, ..........., fl

}
, (10)

Mr =
{
m1,m50,m100,m150, ...........,ml

}
. (11)

We always include the first and last frames in the set of the
selected frames. We apply different augmentation techniques
on the selected frames to improve the performance. We only
apply those augmentation strategies that may simulate differ-
ent scene variations in real colonoscopy videos. To remove
imperfections at the inner and outer boundaries of the gener-
ated masks, we perform morphological closing followed by
morphological opening using the same structuring element
of size 5 × 5. The closing operation can fill some small
holes that may appear inside the generated masks. We apply a
morphological filling-hole operation to eliminate this artifact
from the final output.

The results of the first trial may not be convenient and
accepted as ground-truth images. The same polyp may be
missed and producing irregular shapes is possible. We pro-
pose a second trial to enhance the results. We use shape
information of the reference ground-truth masksMr to collect
more frames with their generated masks in the target video
from the results of the first trial. We combine the reference
frames and the collected frames to enlarge the training data
for re-fine-tuning MDeNet. We perform a bidirectional scan

169540 VOLUME 7, 2019140



H. A. Qadir et al.: Framework With a FCN for Semi-Automatic Colon Polyp Annotation

FIGURE 2. The entire procedure of the proposed method. MDeNet is pre-trained on a dataset of polyp images to obtain the parent
model. The parent model is fine-tuned on a set of manually annotated reference frames (frames surrounded with green boxes) of
the target video. The fine-tuned model is applied to the entire frames in the video. Fourier descriptor is used to eliminate irregular
shapes generated by the model. More frames are collected (frames surrounded with red boxes) to further fine-tuning the parent
model. The re-fine-tuned model is applied to all frames again. Fourier descriptor is applied to select only those generated masks
similar to the reference masks.

on the generated masks from both sides of the reference
images Fr to choose only those generated masks that are
similar to the manual annotations Mr . We compute elliptic
Fourier coefficients for every mask generated by the model
and compare them with the coefficients of its corresponding
reference mask using L1-norm

L1(mi,mg) = | (FD(mi)− FD(mg) |,

mi ∈ Mr

i = 1, 50, 100, ......, l,

for each i, g = i± 1, i± 2, i± 3, ...., inext/prev. (12)

where mi is the reference masks and mg is the generated
masks. In other words, we used Eq. 12 to take into account
shape information and coherence information between the
reference masks and the masks generated for the consecutive
frames. Since Fourier descriptors are invariant to position,
we robust the L1-norm similarity measure by including the
center of object mass. Again, we apply the same augmenta-
tions on the collected frames, fine-tune themodel, and feed-in

the entire target video to the retrained network. On the results
of the second trial, we apply the same closing, opening, hole-
filling, and bidirectional scan to eliminate irregularmasks and
imperfections.

IV. RESULTS AND DISCUSSION
A. DATASETS
We use two publicly available datasets: CVC-ColonDB
dataset [18] which consists of 300 images of 15 unique
polyps, and ASU-Mayo Clinic dataset [20] which consists
of 38 fully annotated videos. We use CVC-ColonDB dataset
to pre-train and initialize the parameters of the CNN net-
works in order to obtain their parent models as explained
in Section III-B. Originally, the authors in [20] divided
ASU-Mayo Clinic dataset into training and test subsets. They
assigned 20 videos for the training phase and 18 videos for the
test phase. We couldn’t get access to the 18 videos assigned
for the test phase due to licensing problems. Among the
20 videos assigned for the training phase, 10 are positive (with
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TABLE 1. Performance improvement of the proposed framework in a step-wise manner.

polyps), and 10 negative (without polyps). In our test phase,
we only need to use 10 positive training videos to evaluate the
performance of the proposed framework. Although there exist
some mis-labelings in the ground-truth images, this dataset is
the only publicly available polyp dataset useful for quality
assessment of the proposed annotation framework. This is
because the polyp masks are polygon boundaries manually
drawn by endoscopists. This enables us to compare the qual-
ity of annotations obtained by the proposed algorithm to the
annotations provided by endoscopists.

B. EVALUATION METRICS
In order for any semi-automated annotation framework to
be practically useful, it has to generate labels similar to the
ground-truth provided by experts. In our case, we need to
compute the overlap percentage between the polyp masks
generated by the proposed method and manual reference
masks drawn by endoscopists. We use two well-known over-
lap ratio measures: Jaccard index (also known as intersection
over union, IoU), and Dice similarity score. Jaccard index
computes the intersection of generated masks, A, and refer-
ence masks, B, divided by the size of their union as follows:

J (A,B) =
| A ∩ B |
| A ∪ B |

=
| A ∩ B |

| A | + | B | − | A ∩ B |
. (13)

Similarly, Dice computes the intersection of generatedmasks,
A, and reference masks, B, divided by the average size of A
and B as follows:

Dice(A,B) =
2 | A ∩ B |
| A | + | B |

. (14)

The two metrics are sensitive to misplacement of the seg-
mentation label, and that makes them very useful metrics for
performance evaluation of the proposed method.

C. PERFORMANCE IMPROVEMENT
For each test video in the ASU-Mayo Clinic dataset,
we noticed that 100 epochs for the first trial and 30 epochs
for the second trial were enough to fine-tune the parent
model. Table 1 shows the performance improvement of the
proposed framework in a step-wise manner. With only the

original reference frames as the training data, the proposed
method could obtain 64.9% of Dice and 60.7% of Jaccard.
When we increase the training data by applying different
augmentation strategies, the performance increases gradually.
We applied the following augmentations on the reference
frames: 1) rotations by 90o, 180o, 270o, horizontal and verti-
cal flips; 2) Zooming in and out by 5%, 10%, 15%, 20%, 25%,
and 30%; 3) brightening and darkening by 25% and 50%.

With these augmentations, we could enhance 14.4% and
13.2% of Dice and Jaccard, respectively. Morphological
closing and opening added 2.7% on Dice and 2.8% on
Jaccard. The improvement by the filling-hole operation is
small because MDeNet produced very small hole artifacts.
Closing and opening operations cannot remove FP objects
with irregular shapes which might be generated at ran-
dom places. We applied Fourier descriptors to choose only
those generated masks similar to the reference masks and
remove irregular shapes in the output images. With this post-
processing, we could improve Dice by 3.2% and Jaccard by
3.3%. Figure 3 illustrates a case where Fourier descriptors
could successfully eliminate those irregular shapes gener-
ated by MDeNet. After the second trial was applied, Dice
and Jaccard improved dramatically by %9.2 and %12.8,
respectively. Figure 4 shows the final output results of three
video sequences after applying the second trail and the
post-processing techniques.

D. WHY THE PARENT MODEL?
As discussed in Section III-B, the parent model has some
basic knowledge of the generic notion of polyp appearances,
but it is unable to segment polyps from unseen video frames
without fine-tuning it on several selected frames in the video
(see Table 2). Figure 5 demonstrates that the parent model
helps to speed up the fine-tuning progress. Without the parent
model, the network needsmore time to learn. The time needed
for convergence differs for each video and depends on the
number of available reference frames for training.

For some videos when selection frequency T was 50,
the network without the pre-trained parameters could not
even converge after training for more than ten thousand
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FIGURE 3. An example of using Fourier descriptors to remove irregular
shapes. The numbers represent the frame sequence in the video, in which
frames 150 and 200 are used as reference frames. Images in 1st column
are the input RGB frames. Binary images in 2nd column are the output of
the CNN network. Binary frames in 3rd column frames are the final output
of the model after applying Fourier descriptors.

TABLE 2. Performance evaluation of MDeNet with and without parent
model (pre-trained model).

TABLE 3. Effect of the number of reference frames on the performance of
the framework.

epochs. To guarantee network convergence the parent model
becomes necessary. Table 2 shows that the results with the
parent model are also better compared to the results with-
out the parent model. That is because the model has never
converged for two of the videos. In summary, the parent
model helps the network converge in a very short time on
a small selection frequency T , and improves the results for
annotation.

E. IS IT OVER-FITTING?
The way that we fine-tune the parent model to annotate the
polyp in the target video may arise a question. One may
ask ‘‘are we really trying to over-fit the network for the
polyp in the target video?’’ To answer this question, we first
fined-tuned the parent model for a polyp in one of the videos
in ASU-Mayo Clinic dataset, and then applied it to anno-
tate unseen polyps in other videos. Figure 6 shows that the
fine-tuned model can only successfully annotate the polyp in
the video used for fine-tuning, and fails to segment different
polyps in other videos. Therefore, we can assume that the
model gets over-fitted on the target video after the fine-tuning
training.

F. EFFECT OF THE NUMBER OF REFERENCE FRAMES
In the previous experiments, we chose a frame at every
50 consecutive frames. Table 3 demonstrates how the per-
formance improved when more frames were selected for the
fine-tuning phase of the first trial. As shown in Table 3,
selecting more frames for manual annotation could enhance
the results of the first trial. However, we did not achieve a
noticeable improvement in the performance of the second
trial. This is due to the collection of extra training frames from
the results of the first trial. When T = 100, the model was
unable to obtain good results compared to the other cases.
However, when T = 50, it seems to be enough for the
framework to achieve results close to the results of T = 10.
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FIGURE 4. The final output of the proposed framework for two target videos, each with a unique polyp. Each sub-figure (a and b) contains the following:
the 1st row shows the input RGB frames, the 2nd row is the output binary masks generated by the model after applying all the post-processings, the 3rd

row shows the ground-truth masks provided by clinicians, in the 4th row we overlay the output binary masks (2nd row) on top of the input RGB frames
(1st row).

TABLE 4. Effect of using different loss functions for training MDeNet.

G. EFFECT OF USING DIFFERENT LOSS FUNCTIONS
In the previous experiments, we used L1 loss to train the
models. In this experiment, we compare the performance
of different pixel-wise loss functions, such as dice loss and
binary cross-entropy loss, which are commonly used for
image segmentation. Table 4 shows quantitative results of the
three loss functions. The results confirm that L1 loss is able
to generate better binary output masks from the concatenation
layer decoded from multiple layers. We also surmise that this
superior performance of L1 lossmight be related to the reason
that the model somehow tries to over-fit on the target polyps,
and it seems that the L1 loss function is sufficient to help the
model achieve this goal with better results.

FIGURE 5. Fine-tuning progress for a video with and without the
pre-trained parameters of the parent model.

H. PERFORMANCE COMPARISON OF MDeNet WITH
OTHER CNN NETWORKS
In this experiment, we evaluate the performance of different
well-known CNN architectures in our proposed framework
shown in Figure 2. We replaced our CNN (MDeNet) with a
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FIGURE 6. A case where the parent model was fine-tuned for the polyp
appearing in video (a), and applied to annotate to unseen polyps in video
(b) and (c). The fine-tuned models could successfully annotate the polyp
in video (a) because it was already seen during fine-tuning. It failed to
annotate the polyp in video (b). It could partly segment the polyp in video
(c) because it seems to have some features of the polyp in video (a).

TABLE 5. Results of MDeNet compared with other CNN architectures
used in the proposed framework.

fully convolutional neural network (FCN) [43], [44], a U-Net
like network, and Mask R-CNN [45]. We used a U-Net archi-
tecture consisting of 8 layers in each its encoder and decoder
paths. We used ResNet50 as the feature extractor network for
Mask R-CNN. Compared to these CNNs, our MDeNet has
less number of trainable parameters, meaning it has faster
convergence and inference times. Table 5 shows thatMDeNet
has outperformed all the other three networks in both trials.
This can be evidence for the ability of MDeNet to accurately
segment out the target polyps from the background. Mask
R-CNN is the state-of-the-art object segmentation method,
however, it has performed poor for polyp annotation. There
could be two reasons for this: 1) Mask R-CNN is developed
for instance segmentation, not annotation, or 2) ResNet 50 is
designed in such a way that much effort has been spent to
prevent the model from over-fitting.

I. DISCUSSION
As noticed in the tables presented, in all cases the Dice
similarity index is higher than the Jaccard index. Jaccard

FIGURE 7. Two examples of manual annotation errors for the same
polyps in three consecutive frames. Each sub-figure (a and b) contains
the following: 1st row frames are the input RGB, binary images in the 2nd

row are annotations provided by clinicians, and binary images in the 3rd

row are the final output of the model, in the 4th row we overlay the
output binary masks (3rd row) on top of the input RGB frames (1st row).
Note: The region bounded by the blue circle is an artifact from light
reflection that looks like a polyp. This artifact can also be considered as
an example of one of the challenges to differentiate between real and
fake polyps when it comes to polyp detection and segmentation.

is numerically more sensitive to mismatch when there is a
reasonably strong overlap. Therefore, the Dice index is cur-
rently more popular than the Jaccard overlap ratio.

As shown in table 3, even when T = 1 we struggled
to exceed 96% of Dice because the manual annotations by
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clinicians in ASU-Mayo Clinic dataset are not free from
human imperfections. Figure 7 illustrates two examples of
manual errors in the test dataset. Figure 7.a shows that clin-
icians draw masks with different sizes for the same polyp in
three consecutive frames whereas our model could give con-
sistent annotations. Figure 7.b shows that clinicians missed
the same polyp in two consecutive frames whereas the model
was successful to nicely segment it from the background in all
frames. This consistent segmentation is a clear advantage of
using deep learning for qualitative annotation. Approximately
30 seconds to 1 minute is required to manually annotate a
frame. With our framework and MDeNet, at least 2 hours can
be saved for a video clip of 300 frames as we need clinicians
to annotate only 6 frames to get satisfactory segmentation.

V. CONCLUSION AND FUTURE WORK
We proposed a semi-automatic framework for polyp anno-
tations in video-based datasets. For this, we developed
MDeNet, a convolutional neural network (CNN) based net-
work, which can be trained on a few manually annotated
frames and generate masks for the rest of the frames. The
aim was to reduce the time spent on the unnecessary repeated
work to annotate consecutive frames and thus speed up the
annotation process. This framework has the potential for
not only endoscopic image annotation but for other forms
of medical image semi-automatic segmentation. The results
showed that ground-truth images similar to the ones provided
by clinicians can be achieved with only a limited number
of manually annotated frames. For future work, we aim to
develop an efficient key-frame selection algorithm to choose
only those frames that identify abrupt changes in the target
video. The goal will be to select a few frames as possible
for manual annotation and still be able to achieve satisfactory
results.
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A B S T R A C T

To decrease colon polyp miss-rate during colonoscopy in operating rooms, a real-time
detection system with high accuracy is needed. Recently, there have been many ef-
forts to develop models for real-time polyp detection. There is still work required to
develop a real-time detection algorithm with reliable results. In this paper, we use
single-shot feed-forward fully convolutional neural networks (F-CNN) to develop ac-
curate real-time polyp detection system. F-CNNs are usually trained on binary masks
for object segmentation. However, we propose to use 2D Gaussian masks instead of
usual binary masks to enable these models to more effectively and efficiently detect
different types of polyps, and yet make less number of false positives. The experimen-
tal results showed that the proposed 2D Gaussian masks are efficient to detect flat and
small polyps that have unclear boundaries between background and polyp parts. In
addition, they make a better training effect to discriminate polyps from the polyp-like
false positives. The proposed method achieved the-state-of-the-art results on two polyp
databsets. On ETIS-LARIB dataset we achieved 86.54% recall, 86.12% precision, and
86.33% F1-score, and on CVC-ColonDB we achieved 91% recall, 88.35% precision,
and F1-score 89.65%.

c© 2020 Elsevier B. V. All rights reserved.

1. Introduction

Colorectal cancer (CRC) is the third most common cancer
mortality for both men and women in the world, and the sec-
ond leading cause of cancer-related death for both genders com-
bined (Bray et al., 2018). CRC most often begins as growths of
glandular tissue in the inner layer of the bowel. Most cases of
CRC are initially non-cancerous growths called polyps. How-
ever, if polyps are left untreated, they become malignant and
potentially life-threatening cancer (Arnold et al., 2017). Thus,

∗Corresponding author: Hemin Ali Qadir; Tel.: +47-944-76-619;
∗∗Principal corresponding author

e-mail: hemina.qadir@gmail.com (Hemin Ali Qadir)

early detection and removal of pre-cancerous polyps in the
colon is crucial for prevention.

Colonoscopy is still the most sensitive method for colon
screening due to its advantages. It is effective to detect le-
sions and polyps of any size, and it allows us to remove the le-
sions during the same procedure. Colonoscopy is, however, an
operator-dependent procedure and thus it is prone to human er-
rors. Polyp miss rate is reported to be up to 22%-28% in certain
cases (Leufkens et al., 2012). Many supportive systems have
been proposed to help clinicians detect polyps and tumors dur-
ing colonoscopy, thus reducing polyp miss-rate and optimize
the screening procedure.

Deep learning based detection models which adopt pre-
trained deep CNN networks have been successfully applied
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for automatic polyp detection (Bernal et al., 2017; Shin et al.,
2018; Qadir et al., 2019; Qadir et al., 2019; Sornapudi et al.,
2019; Wang et al., 2019a,b; Zhang et al., 2019). Most of
these models are either slow (Bernal et al., 2017; Shin et al.,
2018; Qadir et al., 2019) or have difficulty to detect ambigu-
ous types of polyps such as flat-shaped and small polyps (Qadir
et al., 2019). A high-accurate supportive system is crucial
to help endoscopists reduce polyp miss rate while performing
colonoscopy. Moreover, a detection system can only be used
in operating room if it is fast enough for real-time deployment.
Most studies have tended to focus on improving the detection
performance rather than on real-time aspect. In recent years,
researchers have become increasingly interested in developing
real-time polyp detection systems (Wang et al., 2019a,b; Zhang
et al., 2019).

In the colon, there are many polyp-like structures with strong
edges, including colon folds, blood vessels, specular lights, lu-
minal regions, air bubbles, etc (Qadir et al., 2019). This is one
of the main challenges in the automatic polyp detection task
(Shin et al., 2018). When a model is trained to segment polyps
from the background, binary masks are used as the ground-truth
images, which they have very strong edges. During training, the
binary masks may lead the model to learn edges as one of the
strongest features to distinguish polyps. Therefore, the model
tends to produce many false positives (FP) (Shin et al., 2018;
Qadir et al., 2019).

Most of the CNN-based encoder-decoder models, which are
commonly used for object segmentation, can be implemented
for real-time applications (Ronneberger et al., 2015) because
they are designed to predict a binary mask in a single shot feed-
forward fully convolutional neural network (F-CNN), meaning
there is no need for a second stage or anchor proposals (Ren
et al., 2015; Liu et al., 2016). These models can only predict
pixel-wise confidence value and a threshold value is applied to
produce the final output binary masks. For object detection, a
more explicit mechanism is needed to predict the confidence
value for the whole object (Ronneberger et al., 2015). The con-
fidence value is important for a good reason because a threshold
value can be set for the detection confidence to eliminate some
FP outputs which tend to have low detection confidence values
(Qadir et al., 2019; Shin et al., 2018; Qadir et al., 2019).

In this paper, we aim to use CNN-based encoder-decoder
network variants for polyp detection. To tackle the two prob-
lems discussed above, we propose to use two-dimensional (2D)
Gaussian masks as the ground-truth masks for polyp regions in-
stead of using binary masks, which are normally used to train
these types of CNN networks for object segmentation. In this
way, we force the CNN networks to predict 2D Gaussian shapes
for polyp regions. We hypothesis that 2D Gaussian masks are
more efficient than binary masks to reduce the impact of the
edges during training because a 2D Gaussian shape has less val-
ues on the tails compared to the values around the mean. This
property of the 2D Gaussian shape can give less importance to
the edges and force the models to learn surface patterns more
efficiently than binary masks. In addition, the strength of the
predicated 2D Gaussian shapes can be used as the confidence
values of the detection to further reduce FP outputs.

2. Methods

2.1. Polyp detection as a 2D Gaussian shape

Fig. 1 presents our approach to detect polyps in a one-shot
manner. Instead of generating a binary output, we enforce a
CNN-based encoder-decoder network to predict a 2D Gaussian
shape, Ŷ(x, y) ∈ [0, 1]W×H×1, for a polyp region in an input RGB
image, I(x, y) ∈ [R]W×H×3, where W is the width and H is the
height of both I(x, y) and Ŷ(x, y).

To train a CNN model for 2D Gaussian shape predictions, we
convert the binary ground-truth masks, f (x, y) ∈ {0, 1}W×H×1, to
2D Gaussian ground-truth masks, Y(x, y) ∈ [0, 1]W×H×1, as de-
scribed in Section 2.3. The 2D Gaussian ground-truth masks
can reduce the impact of the edges during training, forcing the
model to learn not only the edges but also other important fea-
tures of polyps such as surface patterns. They also help to use
the strength of the predicted 2D Gaussian shapes as the detec-
tion confidence (Zhou et al., 2019).

The output 2D Gaussian shape Ŷ(x, y) has exactly the same
resolution of the input image I(x, y), i.e., downsampling is not
applied on the ground-truth mask Y(x, y) during training the
models. In contrast to (Zhou et al., 2019), this elimination of
downsampling allows us to ignore:

• the computation of the loss for a local offset prediction as
there is no need to recover the discretization error.

• the regression for the polyp size as it is calculated from the
predict 2D Gaussian shape Ŷ(x, y) which has the same size
of the input image I(x, y), using the size-adaptive standard
deviations σx and σy (Law and Deng, 2018; Zhou et al.,
2019) described in Section 2.5.

2.2. Binary masks to 2D Gaussian masks conversion

Usually, for a dataset of polyp images, binary masks f (x, y) ∈
{0, 1}W×H×1, are provided as the ground-truth images to indi-
cate the location of the polyps. These binary masks are drawn
and confirmed by expert clinicians. In the masks, white pixels
(1’s) correspond to the polyp regions whereas black pixels (0’s)
correspond to the background. Fig 2 (b) shows a binary mask
provided for the polyp shown in Fig.2 (a) We use a 2D ellipti-
cal Gaussian kernel expressed in eq. 1 to convert all the binary
masks, f (x, y), in the training dataset to 2D Gaussian masks,
Y(x, y) ∈ [0, 1]W×H×1,

Y = A · exp
(
− (a(x − xo)2

+ 2b(x − xo)(y − yo) + c(y − yo)2),
)

(1)

where A is the amplitude located at the center, (xo, yo), of mass
in the binary image f (x, y),

m00 =
∑

x

∑

y

f (x, y), (2)

m10 =
∑

x

∑

y

x f (x, y), (3)
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Fig. 1. Our MDeNetplus model for automatic polyp detection. The model is trained on 2D Gaussian masks to predict 2D Gaussian shapes for polyp regions
in input images.

m01 =
∑

x

∑

y

y f (x, y), (4)

(xo, yo) = (
m10

m00
,

m01

m00
). (5)

To rotate the output 2D Gaussian masks according to the orien-
tation, θ, of the polyp mask in f (x, y), we set

a =
cos2(θ)

2σ2
x

+
sin2(θ)

2σ2
y
, (6)

b =
−sin(2θ)

4σ2
x

+
sin(2θ)

4σ2
y
, (7)

c =
sin2(θ)

2σ2
x

+
cos2(θ)

2σ2
y
, (8)

where σx and σy are the polyp size-adaptive standard devia-
tions (Law and Deng, 2018; Zhou et al., 2019). We compute
the orientation, θ , of the mask in f (x, y) as,

θ =
1
2

tan−1
[

2m11

(m20 − m02)

]
, (9)

m11 =
∑

x

∑

y

(x − xo)(y − yo) f (x, y), (10)

m20 =
∑

x

∑

y

(x − xo)2 f (x, y), (11)

m02 =
∑

x

∑

y

(y − yo)2 f (x, y). (12)

Similar to (Zhou et al., 2019), we set the coefficient A = 1,
and use it as the confidence value of the detection at the infer-
ence time. If two Gaussians overlap, we take the element-wise
maximum (Cao et al., 2017). Fig. 2 (c) shows a 2D Gaussian
mask obtained from Fig. 2 (b) using the equations presented
above.

(a) (b) (c)

Fig. 2. An example showing how a binary polyp mask is converted to a 2D
Gaussian mask. (a) is the original image with a polyp, (b) the binary mask
provided by clinicians, and (c) is the 2D Gaussian mask obtained from eq.
1.

2.3. Binary masks to 2D Gaussian masks conversion
Usually, for a dataset of polyp images, binary masks f (x, y) ∈

{0, 1}W×H×1, are provided as the ground-truth images to indi-
cate the location of the polyps. These binary masks are drawn
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and confirmed by expert clinicians. In the masks, white pixels
(1’s) correspond to the polyp regions whereas black pixels (0’s)
correspond to the background. Fig 2 (b) shows a binary mask
provided for the polyp shown in Fig.2 (a) We use a 2D ellipti-
cal Gaussian kernel expressed in eq. 1 to convert all the binary
masks, f (x, y), in the training dataset to 2D Gaussian masks,
Y(x, y) ∈ [0, 1]W×H×1,

Y = A · exp
(
− (a(x − xo)2

+ 2b(x − xo)(y − yo) + c(y − yo)2),
)

(13)

where A is the amplitude located at the center, (xo, yo), of mass
in the binary image f (x, y),

m00 =
∑

x

∑

y

f (x, y), (14)

m10 =
∑

x

∑

y

x f (x, y), (15)

m01 =
∑

x

∑

y

y f (x, y), (16)

(xo, yo) = (
m10

m00
,

m01

m00
). (17)

To rotate the output 2D Gaussian masks according to the orien-
tation, θ, of the polyp mask in f (x, y), we set

a =
cos2(θ)

2σ2
x

+
sin2(θ)

2σ2
y
, (18)

b =
−sin(2θ)

4σ2
x

+
sin(2θ)

4σ2
y
, (19)

c =
sin2(θ)

2σ2
x

+
cos2(θ)

2σ2
y
, (20)

where σx and σy are the polyp size-adaptive standard devia-
tions (Law and Deng, 2018; Zhou et al., 2019). We compute
the orientation, θ , of the mask in f (x, y) as,

θ =
1
2

tan−1
[

2m11

(m20 − m02)

]
, (21)

m11 =
∑

x

∑

y

(x − xo)(y − yo) f (x, y), (22)

m20 =
∑

x

∑

y

(x − xo)2 f (x, y), (23)

m02 =
∑

x

∑

y

(y − yo)2 f (x, y). (24)

Similar to (Zhou et al., 2019), we set the coefficient A = 1,
and use it as the confidence value of the detection at the infer-
ence time. If two Gaussians overlap, we take the element-wise
maximum (Cao et al., 2017). Fig. 2 (c) shows a 2D Gaussian
mask obtained from Fig. 2 (b) using the equations presented
above.

(a) (b) (c)

Fig. 3. An example showing how a binary polyp mask is converted to a 2D
Gaussian mask. (a) is the original image with a polyp, (b) the binary mask
provided by clinicians, and (c) is the 2D Gaussian mask obtained from eq.
1.

2.4. F-CNN models for polyp detection
To prove our concept, we evaluate several different F-CNN

based encoder-decoder models, including UNet (Ronneberger
et al., 2015), Hourglass (Newell et al., 2016), MDeNet (Qadir
et al., 2019), and MDeNetplus—our proposed model. We com-
pare these models between two tasks: 1) polyp segmentation
using binary masks as the ground-truth images for training, 2)
polyp detection using 2D Gaussian masks as the ground-truth
images to force the models to predict 2D Gaussian shapes for
polyp regions.

Typically, these models consist of two parts: a contracting
path (the encoder) to capture context, and 2) an expanding path
(the decoder(s)) that enables precise localization (see Fig. 1).
The encoder follows the typical architecture of a CNN with al-
ternating convolution and pooling operations to progressively
downsample the resolution and increase the depth of feature
maps at every layer. In this study, we use ResNet50 (He et al.,
2016) pre-trained on ImageNet database (Deng et al., 2009) as
the encoder network for all the models. The decoder(s) gradu-
ally up-samples the feature maps at each layer to increase their
resolutions and predict an output of the same size of the input
RGB image, I(x, y).
UNet (Ronneberger et al., 2015): UNet is developed for medi-
cal image segmentation and has proven itself very useful when
there is a limited amount of data available for training. This net-
work combines up-sampled features maps at the encoder part
with the corresponding high-resolution features maps from the
encoder part via skip-connections. This feature combination
enables precise localization (Ronneberger et al., 2015). For
our UNet model, we use AlbuNet34 proposed by (Shvets et al.,
2018) for angiodysplasia detection.
EncDec: For the Encoder-Decoder (Enc-Dec) model we use the
same architecture of AlbuNet34 without the skip connections.
Hourglass: To build our hourglass model, we stacked two mod-
els of AlbuNet34. Hourglass network is famous for yielding
the best key-point estimation performance (Newell et al., 2016).
We provide more details in the supplementary material.
MDeNet: MDeNet is proposed by (Qadir et al., 2019) for semi-
automatic polyp annotation. MDeNet consists of an encoder
and multiple paths of decoders. Similar to the other models,
ResNet34 is used as the encoder part to extract different levels
of features. At each layer of the encoder, the extracted features
are decoded by a decoder. The multiple decoders are meant to
increase contextual and semantics information by utilizing the
features from different scales and receptive field which helps to

154



Hemin Qadir et al. / Medical Image Analysis (2020) 5

segment polyps of different sizes more precisely (Pinheiro et al.,
2016; Yu et al., 2018). We predict the final output from the
outputs of the decoders after concatenating them into a single
layer.
MDeNetplus: Our MDeNetplus, which is shown in Fig. 1, is
similar to MDeNet with some modifications. Unlike MDeNet,
MDeNetplus has feedback connections from decoders of deeper
layers to the decoders of the previous layers. The feedback con-
nections sum the activation maps of slimier layers of different
decoders. We prefer summing the activations rather than con-
catenating them into a single layer to built a smaller network
with fewer parameters, helping to realize the network for real-
time implantation. This model is based on the concept of aggre-
gation of layers to acquire rich representations that span levels
from low to high(Yu et al., 2018). scales from small to large,
and resolutions from fine to coarse, iteratively and hierarchi-
cally merge the feature hierarchy to make the model with better
accuracy.

2.5. From 2D Gaussian shape prediction to bounding boxes
and confidence values

At the inference time, we use the peaks in the predicted 2D
Gaussian shapes as the confidence values of the detection. And,
we calculate the two size-adaptive standard deviations (σx and
σy) for the size of the detection. Fig. 3 shows an example in
which the 2D Gaussian shape obtained using eq. 13 is projected
back as a bounding box calculated from σx and σy and a con-
fidence value (coefficient A) onto the original image. This pro-
cess allows us to generate all outputs directly from the predicted
2D Gaussian shapes without the need for any post-processing
such as IoU-based non-maximum suppression (NMS) (Zhou
et al., 2019). This is important to make polyp detection fast
for real-time implementation.

(a) (b) (c)

Fig. 4. 2D Gaussian mask (a) is overlaid on the original RGB image (b) and
projected back as a bounding box and confidence value shown in (b).

3. Experimental details

3.1. Public datasets
To train the models and evaluate their performance, we use
three publicly available datasets of polyp images and videos:

1. ETIS-LARIB (Silva et al., 2014): It is a dataset of 196 still
images extracted from 34 colonoscopy videos. In total,
there are 44 examples of different polyps presented in var-
ious sizes and viewpoints. The images have an HD (high
definition) resolution of 1225 x 966 pixels. Some images
contain two or three polyps, making the total number of
polyp appearances 208 times in the dataset.

2. CVC-ColonDB (Bernal et al., 2012): This dataset com-
prises 300 still images presenting 15 unique polyps com-
ing from 15 different studies. The images have an SD
(standard definition) resolution of 574x500. In every im-
age, there exists only one polyp.

3. CVC-ClinicDB (Bernal et al., 2015): It contains 31 unique
polyps extracted from 29 colonoscopy videos and pre-
sented 646 times in 612 still images with a pixel resolution
of 384x288 in SD (standard definition).

In our experiments, we use CVC-ClinicDB for training the
models while ETIS-LARIB and CVC-ColonDB are used for
the performance evaluation. All the three datasets come with
ground-truth images in form of binary masks provided by clin-
ical experts. The ground-truth masks indicate the polyp pixels
in the images. The masks are drawn as exact boundaries around
the polyp regions.

3.2. Augmentation strategies and preprocessing

We apply several simple pre-processing methods to the input
images before used for training the models:

1. Image cropping is applied to remove the canvas around the
informative part of the images (see Fig. 4).

2. The input images are resized to 512×512 because the pre-
trained Resnet34 accepts this image resolution.

3. We re-scale the input images from [0, 255] to [0, 1] and
use the mean and standard deviation calculated from the
ImageNet dataset to normalize them.

(a) (b)

Fig. 5. An example shows that image (a) is cropped to remove the non-
informative part as presented in image (b) which is a square image of size
512 x 512 pixels.

To improve model generalization during training, we apply
several image augmentation methods on the fly such as, ran-
dom affine transformations, (e.g., rotation, vertical and hori-
zontal flips), random zoom-in (up to 25%) and zoom-out (up
to 50%), and color augmentations in HSV space. Unlike zoom-
out, to keep the balance between large and small polyps, we
apply zoom-in only up to 25% because the training dataset con-
tains a lot more large polyps than small ones.

3.3. Training the models

We randomly split the training dataset using 5-fold cross-
validation to train the models and choose hyper-parameters. We
only use images that contain polyps for training. To prevent

155



6 Hemin Qadir et al. / Medical Image Analysis (2020)

the models from over-fitting because of the shortage of training
data, Resnet34 was initialized with ImageNet pre-train weights
and the up-sampling layers were randomly initialized. We use
Adam optimizer to train the models for 60 epochs with learning
rate 0.0001 (chosen using cross-validation) and batch size of 2
(due to GPU memory restriction).

3.4. Loss functions

It is a known fact that loss function plays an important role
in the performance improvement of deep learning. There are
many loss functions to choose from and it can be challenging
to know what to pick to obtain the best performance. In this
study, we evaluate three loss functions: 1) mean absolute error
(L1 loss),

L1 loss =
1
N

N∑

i

|Yi − Ŷi|, (25)

2) mean square error (L2 loss),

L2 loss =
1
N

N∑

i

(Yi − Ŷi)2, (26)

3) generative adversarial network (GAN) loss,

GAN loss =
1
N

N∑

i

[
logD

(
concat(Ii,Yi)

)
+

logD
(
1 − concat(Ii, Ŷi)

)]
, (27)

where N is the number of samples in the epoch, concat is a sim-
ple concatenation of I with either Y or Ŷ , D is the discriminator
network, and G is the generator network. For the GAN, we use
VGG16 (Simonyan and Zisserman, 2014) as the D network to
evaluate the output of the G network which can be one of the
models discussed in Section 2.4.

3.5. Evaluation metrics

To clinically evaluate a computer-aided diagnosis (CAD), it
is important to compute the following medical terminologies:
True Positive (TP): it is a true detection output where the cen-
troid of the detection is located within the polyp masks. Only
one is counted if there are multiple overlapped detection outputs
for the sample polyp.
True Negative (TN): it is a true detection output where there is
no detection for a negative image (image without polyps).
False Positive (FP): it is a false alarm where a wrong detection
output is provided for a negative region.
False Negative (FN): it is a false detection output where a polyp
is missed in a positive image (image with polyp). Then, we use
these terminologies to evaluate the performance of the models
in terms of:
Sensitivity (Recall): It measures the ratio of true detection
outputs to the total number of polyps in the test dataset.
This metric shows the detection ability of a specific model.
S ensitivity (S en) = T P/(T P + T N) × 100

Precision: it measures the ratio of true detection outputs to the
total number of predicted outputs including false alarms. This
metric shows the ability of a model to make correct predictions.
Precision (Pre) = T P/(T P + FP) × 100
F-1 score: This metric is clinically important because it shows
the balance between sensitivity and precision.
F1 = (2 ∗ S en ∗ Pre)/(S en + Pre) × 100
Mean Processing Time per Frame (MPT): It is the actual
amount of time needed by a detection model to process a single
frame.

4. Results

4.1. Performance comparison of binary and Gaussian masks

We used ETIS-LARIB dataset and L1 loss to compare Gaus-
sian and binary ground-truth masks on different models. Table
1 shows that Gaussian ground-truth is more efficient and effec-
tive than the binary ground-truth. When Gaussian masks were
used to train the models to predict 2D Gaussian shapes, all the
models were able to detect more TPs and eliminate a lot of FPs.
These results indicated that our hypothesis on using Gaussian
ground-truth is valid. Many FPs could be removed from the fi-
nal results because the confidence values (coefficient A) of the
predicted masks were less than the threshold value which we
set it to be 0.5. Many other FPs were eliminated because Gaus-
sian masks were successful to reduce the effect of edges dur-
ing the training. Fig. 6 presents an example showing that the
MDeNetplus trained on Gaussian masks could precisely pre-
dict the location of the polyp without producing FPs, while the
same model trained on binary masks produced two FPs along
one correct detection. As can be seen, the two FPs are generated
at two locations where seem to have some sorts of round edges
in the image. Gaussian ground-truth was also helpful to detect
small polyps. Fig. 7 shows that MDeNetplus model trained on
Gaussian masks was able to detect two small polyps that can
barley be seen by human eyes where as the same model trained
on binary masks was unable to detect them.

Table 1 also presents a comparison of the performance of
the five models used in this paper. MDeNetplus could outper-
form all the other models. The main reason for this superior-
ity is that MDeNetplus hierarchically merges the feature hier-
archies to better fuse semantic and spatial information for more
accurate detection. This outcome in-lines with the results ob-
tained in paper (Yu et al., 2018). MDeNetplus was also able
to produce less FPs that is because feature aggregation across
different layers help to improve inference of what and where
(Yu et al., 2018), making the model to precisely predict the 2D
Gaussian shapes for the polyp regions.

We run our tests on a NVIDIA GeForce GTX 1080 Ti to in-
vestigate the inference speed of our models. The EncDec model
seems to be the fastest model requiring only 28 ms to process a
single frame. Compared to other models, the EncDec model has
no skip connections and less number of parameters, meaning it
is the smallest model. MDeNetplus is the slowest (MTP=39
ms) models with the best performance, and yet it is still fast
enough for real-time implementation on videos with 25 frame
per second.
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Table 1. Performance evaluation of the models when trained on Gaussian masks and binary masks.

Model Gaussian Mask Binary Mask MPT (ms)TP FP FN Sen % Pre % F1 % TP FP FN Sen % Pre % F1%
UNet 174 44 34 83.65 79.81 81.7 165 106 43 79.32 60.88 68.9 31

EncDec 173 45 35 83.17 79.35 81.22 159 116 49 76.44 57.81 65.83 28
Hourglass 167 81 41 80.29 67.34 73.25 157 120 51 75.48 56.68 64.74 67
MDeNet 175 34 33 84.13 83.73 83.93 146 97 62 70.19 60.08 64.75 35

MDeNetplus 177 32 31 85.1 84.68 84.89 161 145 47 77.40 52.61 62.64 39

(a) (b)

(c) (d)

Fig. 6. An example presents predicted outputs by MDeNetplus model. (a)
shows the input image, (b) shows polyp mask drawn by an expert clinician,
(c) shows the output with no FPs predicted by MDeNetplus when trained
on 2D Gaussian masks, (d) shows the output with two FPs predicted by
MDeNetplus when trained on binary.

4.2. Comparison of different loss functions

Table 3 shows the performance of MDeNetplus when trained
using different loss functions. As seen in the Table, GAN loss
is more effective than L1 loss and L2 loss to force the model to
predict 2D Gaussian shapes. We surmise this is because GAN
is not only computing the loss between Y and Ŷ , but also can

assess the quality of the predicted Gaussian shapes. If the model
predicts an output with irrelevant Gaussian shape, the GAN loss
will become large, forcing the model to predict more precise
shapes.

Table 3. Performance evaluation of using different loss functions.
loss function TP FP FN Sen % Pre % F1 %

L1 loss 177 32 31 85.1 84.68 84.89
L2 loss 174 36 34 83.65 82.85 83.25

GAN loss 180 28 28 86.54 86.12 86.33

4.3. Comparison with other methods on ETIS-LARIB

We followed the same dataset guidelines recommended by
endoscopic vision challenge in MICCAI 2015 to train and eval-
uate our detection models i.e. CVC-ClinicDB is used for train-
ing whereas ETIS-LARIB dataset is used for testing. In Table
2, we compare the performance of our best model, MDeNetplus
trained with GAN loss, against several state-of-the-art mod-
els on ETIS-LARIB dataset. MDeNetplus could outperform
the other methods including Faster R-CNN, the-state-of-the-art
object detector, in terms of sensitivity (86.54%) and F1 score
(86.33%). AFP-Net (Wang et al., 2019a) has better precision
(88.89%) than our model (86.12%) by 2.42%. However, we
surmise this is because they utilized a lot more data to train their
model. They used CVC-ClinicVideoDB (Angermann et al.,
2017) which comprises of 18 videos with a total number of
11954 frames in which 10025 frames contain at least a polyp.

Table 2. Comparison of Polyp Detection Performance on ETIS-LARIB Dataset.
Methods Description TP FP FN Sen % Pre % F1 % MPT (ms)
OUS (Bernal et al.,
2017)

AlexNet with input patches
of 96×96

131 57 77 63 69.7 66.1 5000

CUMED (Bernal et al.,
2017)

deep contextual network as
the backbone

144 55 64 69.2 72.3 70.7 200

Mask R-CNN (Qadir
et al., 2019)

Resnet50 as the backbone N/A N/A N/A 72.59 80.0 76.12 430

AFP-Net (Wang et al.,
2019a)

anchor free polyp detector 168 21 40 80.77 88.89 84.63 19

RCNN-Mask (Sorna-
pudi et al., 2019)

R-CNN with Resnet101
+feature pyramid

167 62 41 80.29 72.93 76.43 317

Faster R-CNN (Shin
et al., 2018)

Inception-ResNet-v2 as the
backbone

167 26 41 80.3 81.5 80.9 390

MDeNetplus Trained with GAN loss 180 28 28 86.54 86.12 86.33 39
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(a) (b) (c) (d)

Fig. 7. Two output examples produced by MDeNetplus for difficult flat polyps in ETIS-LARIB dataset. The model was able to predict precise 2D Gaussian
shapes for all the polyps presented in the two input images. (a) shows the input images, (b) shows the polyp masks drawn by expert clinicians, (c) shows
the predicted 2D Gaussian shapes by MDeNetplus model, and (d) is the final detection outputs from the model.

(a) (b) (c) (d)

Fig. 8. Two output examples produced by MDeNetplus for input images in CVC-ColonDB. (a) shows the input images, (b) shows the polyp masks drawn
by expert clinicians, (c) shows the predicted 2D Gaussian shapes by MDeNetplus model, and (d) is the final detection outputs from the model.

(a) (b) (c) (d)

Fig. 9. Examples of FP and FN outputs produced by MDeNetplus for input images in CVC-ColonDB. The yellow bounding box is a TP box while the red
bounding boxes are FP outputs. (a) shows the input images, (b) shows the polyp masks drawn by expert clinicians, (c) shows the predicted 2D Gaussian
shapes by MDeNetplus model, and (d) is the final detection outputs from the model.
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Table 2 also shows the inference time of the models to pro-
cess a frame. The fastest model is AFP-Net with only 19 ms
of MPT per frame. However, we must mention that they run
their model on a NVIDIA GeForce RTX 2080 Ti which is faster
than our NVIDIA GeForce GTX 1080 Ti. Nevertheless, we
are confident to claim that our MDeNetplus can run faster on a
NVIDIA GeForce RTX 2080 Ti.

4.4. Comparison with other methods on CVC-ColonDB

In this experiment, we used CVC-ColonDB to further com-
pare our results with other methods. Table 4 shows that our
MDeNetplus trained with GAN was able to produce a lot less
number of FP outputs and thus the highest precision (88.35%)
and F1 score (89.65%). RCNN-Mask has the highest sensitiv-
ity (95.67%) whereas our MDeNetplus has the second highest
sensitivity (91%) compared to all other methods. However, our
MDeNetplus is much faster than RCNN-Mask and needs only
39 ms to process an image. Fig. 8 presents two example images
in CVC-ColonDB. Again, our method was successful to detect
a very difficult polyp as shown in the first raw of Fig. 8, and
even predict the polyp orientation in the image as shown in the
second raw of Fig. 8. We also encountered FP detection out-
puts that are shown in Fig. 9. The first raw of Fig. 9 shows that
MDeNetplus was able to detect the polyp in the input image
along with a FP output. The second raw of Fig. 9 shows that
the model missed the polyp and generated an irregular Gaussian
shape at a normal region.

5. Conclusion

In this paper, we proposed a method for real-time automatic
polyp detection with better accuracy. Instead of using binary
masks, we used 2D Gaussian masks as the ground-truth images
to train several convolutional neural network based encoder-
decoder variants which are usually used for object segmenta-
tion. We showed that 2D Gaussian masks are more effective
and efficient than binary masks to detect more polyps and still
makes less number of false positives.
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Appendix A

Photoplethysmography Signal
Analysis For Polyp Regions

A.1 Photoplethysmography (PPG) signal extraction

Plethysmography refers to the detection of the cardio-vascular pulse traveling
through the body. Photoplethysmography (PPG) is a non-invasive optical
measurement method that can be used to estimate the heart rate. PPG
is based on the principle that blood absorbs more light than surrounding
tissue, so variations in blood volume affect the transmission, or reflectance,
correspondingly [55,56]. PPG signals can be measured remotely (< 1m) from
the surface of the skin, or internally using ambient light by a digital camera
in the movie mode [55, 56]. The light source typically used in colonoscopy is
white xenon light. The wavelength varies from 450-700 nm, with red color
having the largest wavelength and blue color having the shortest wavelength
(see Fig. A.1). Human blood consists of 45% red blood cells and 55% plasma.
One of the major components in the red blood cells is oxygen-carrying protein,
hemoglobin, pigmented with red color. This makes the light transmission and
reflectance properties of blood different from surrounding tissues. Fig. A.1 shows
the absorption spectrum of hemoglobin, oxygenated (HbO2) and deoxygenated
(Hb). One can observe that the absorption is at its highest for the green part of
the spectrum and it is at its lowest in the blue part.

Figure A.1: Optical absorption of hemoglobin.2

2Own graphical work
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A.1.1 The proposed method

The pathological investigation has demonstrated that angiogenesis is an
important feature in the development of CRC [147]. Preliminary studies have
demonstrated that cancerous and pre-cancerous colonic lesions (e.g. polyps)
have different perfusion patterns (more blood) compared to normal mucosa [149].
Therefore, it is reasonable to think about utilizing the hemoglobin absorption
spectra that can be obtained from the PPG signal to distinguish between healthy
and polyp tissues without the injection of contrast agents. The PPG signal is
brought on by fluctuations in blood concentration, i.e., the light absorption rate
is indicated by variations in the PPG signal.

Fig. A.2 shows the flowchart of our proposed method to analyze the surface
of colonic tissues from colonoscopy videos. The analysis is based on the statistical
signal processing theory, the blind source separation method, and the knowledge
about the hemoglobin absorption spectra.

Figure A.2: Proposed method to analyze PPG signals

RoI and artifact removal: For the initial investigation, we used the
ground-truth masks drown by skilled endoscopists as the RoI to compute the
PPG signal for polyp tissues. The ground-truth masks segment out polyp pixels
from the background (see Fig. 2.1). The main two artifacts that may affect
the PPG signals could be the specular highlights reflected from shiny surfaces
of polyps and the ghost colors due to misalignment of the color channels. To
address the channel misalignment, we applied the method proposed by Arnold
et al. [158]. To remove the specular highlights, we applied the following simple
and efficient formulas summarized from [159]:
Minimum image Imin for each pixel is calculated from eq. A.1,

Imin(x, y) = mini{Ii(x, y)}, (A.1)

where I is the image, i is the three RGB channels, x and y represent the
coordinates of the pixels. Then, the threshold value TI is obtained from the
mean µI and σI of Imin,

TI = µI + 0.5σI . (A.2)

Offset image τ(x, y) is calculated from TI as follows,
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f(x) =
{
TI , if Imin(x, y) > TI .
Imin(x, y), otherwise.

(A.3)

The specular reflectance parts are then segmented from the background using
eq. A.4,

β(x, y) = Imin(x, y)− τ(x, y). (A.4)

PPG signal calculation: PPG signal, ppg(t), can be extracted from the
ROI using eq. A.5 which computes the average of the values of pixels within
that region:

ppg(t) = 1
MN

M∑
i

N∑
j

f(xi, yj)(t), (A.5)

where M is the number of pixels in x axis and N is the number of pixels in
y axis. We computed the PPG signal in several color spaces recommended by
the literature. We first computed the PPG signal from the green component
because the light absorption by the blood is at its highest in this channel (see Fig
A.1). Tsouri [160] compared several color spaces for PPG signal analysis, and
demonstrated that HSV color space can perform best compared to other color
spaces. Therefore, we converted the frames from RGB color space to HSV (Hue,
Saturation, Value) color space using the HSV color conversion method. We also
considered other color spaces such as CIELab which was suggested by [161] for
performance improvement. For the blind source separation, we used independent
component analysis (ICA) to estimate maximally independent additive sub-
components. The underlying assumption is that one of the independent
components is pulsation from heart action, i.e., it can be considered as the
PPG signal. Several studies demonstrate that ICA could improve the accuracy
of estimation [162–164]. ICA assumes that the observed signals are a linear
mixture of several independent signals i.e.,

x = M .s (A.6)

where x is the vector of knowns and s is the underlying independent signals. For
a signal with three channels like RGB the independent signals can be extracted
as follows,

[s1(t), s2(t), s3(t)] = M−1.[x1(t),x2(t),x3(t)]. (A.7)
where x1(t), x2(t), and x3(t) are PPG signals computed from R, G, B (or H, S,
V ) channels over time, respectively. To be exact, we used FastICA [165], which
is based on negentropy to measure the non-Gaussianity, to obtain matrix M .
FastICA tries to find such an M that maximizes the statistical independence of
the components of s [166].

PPG signal analysis: The obtained PPG signal consists of three
components and can be modeled as,

ppg(t) = DC +AC + σ. (A.8)
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The DC component is a relatively constant signal offset determined by the
nature of the material that the light passes through (skin, cartilage, venous
blood, etc.). σ is the noise component. The AC component is a pulsatile
component synchronous with the heart rate, often assumed to be related to the
arterial blood volume pulse. The AC component is indicative of vessel compliance
and cardiac performance. The fluctuations occur because the capillaries are
either increasing in size or have increased the blood flow, which assumed to be
higher for polyp tissues compared to normal mucosa. The AC component can
be modeled as,

AC = SRP (t) + SHR(t) + σ, (A.9)

where SRP is the signal component due to the respiration, SHR is due to the
beating of the heart, and σ is the noise component. The SHR is the signal that
contains information about the light absorption spectra. This component may
be used to distinguish between polyp tissues and normal mucosa because of the
different capillary patterns, which make changes in the amplitude of the signal
in the frequency domain with the highest value in the areas with the highest
absorptive.

Windowed Fast Fourier Transformation (FFT) of a signal with DC offset
produces the shape of the FFT of the window function around DC bins. This
may mask out the bins of interests. The Hamming window was used to reduce the
effect of the DC component before computing the FFT. The hamming window
is defined as,

w(n) = 0.54− 0.46 cos ( 2πn
M − 1) 0 ≤ n ≤M − 1. (A.10)

From the computed FFT, we calculated the power spectral density (PSD) to
determine the prominent signal frequency (the heart rate), and thereby obtain the
hemoglobin absorption spectra. The PSD represents the magnitude, or the power,
of ppg(t) as a function of frequency. The PSD is a good way to distinguish the
heart rate from motion artifacts and noises. We isolated the frequency spectrum
in the PSD within the range of 0.75 to 4 Hz, which corresponds to physiological
heart rate ranging from 45 to 240 bpm. The peak with the highest magnitude
within the chosen range corresponds to the measured heart rate, which was used
to make the final decision.

A.1.2 Results and discussion

To evaluate the usefulness (feasibility) of the proposed method, we used video
22 in our dataset. Fig. A.3 presents a frame in this video, in which (a) shows an
RGB frame with a polyp, (b) shows the GT mask provided for the polyp region,
and (c) is the ROI obtained by multiplying (a) by (b). Fig. A.4 presents the
results after addressing the misalignment and removing the specular highlights
using eq. A.4. We then used eq. A.5 to compute ppg(t) from the polyp region
in a sequence of consecutive frames in this video.
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(a) an RGB frame (b) GT mask (c) ROI or polyp region

Figure A.3: Obtaining polyp region from the RGB frame and its GT mask

(a) (b) (c)
Figure A.4: Removing misalignment and specular highlights

PPG signal from polyp region

Using video 22, we analyzed PPG signals for the polyp and healthy regions in
different color spaces. This video is 50 seconds long and contains an adenoma
polyp in HD resolution. Fig. A.5 (a) shows the PPG signals extracted from
the polyp region in RGB color space. We applied the ICA method on the
PPG signals to obtain the independent source signals as shown in Fig. A.5 (b).
As discussed in Section A.1.1, we can obtain the heart rate and thereby the
hemoglobin absorption spectra in the frequency domain. Fig. A.5 (c) and (d)
present the PPG and the independent source signals in the frequency domain,
respectively, after applying FFT. The frequency with the highest magnitude
is supposed to be the heart rate, and its magnitude can be considered as the
hemoglobin absorption rate. Compared to Fig. A.5 (c), the frequency spectrum
of the source signals shown in Fig. A.5 (d) demonstrates better illustration for
the heart rate and the highest magnitude can more easily be picked. Therefore,
we prefer to extract the heart rate and the hemoglobin absorption rate from the
frequency spectrum of the independent source signals for the rest of the videos.
Refer to Fig. A.5 (c), the green component has the highest magnitude, which is
73.21 in at around 0.98 Hertz (58.8 beats per minute). This result aligns with
Fig. A.1, in which the highest absorption was in the green part of the spectrum.
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(a) ppg(t) in RGB (b) independent sources

(c) FFT of ppg(t) (d) FFT of sources

Figure A.5: PPG signal analysis in RGB color space for polyp region

In our experiments, we concluded that PPG signal analysis in HSV color
space is unnecessary because we obtained the same results as in RGB color space
(see Fig. A.6). CIELab color space was not as good as RGB and HSV color
spaces for PPG signal analysis (see Fig. A.7).

PPG signal from healthy tissue

For the proposed method to be useful, a healthy region in the same video should
have a different absorption rate than the polyp region at the heart rate frequency.
Based on the hypothesis discussed in Section A.1.1, the healthy region should
have a lower absorption rate because it is assumed to have fewer perfusion
patterns compared to the polyp region. However, we got the opposite result in
our experiments, i.e., we got a higher absorption rate for the healthy part after
we excluded the polyp region in the video.

Fig. A.8 shows PPG signal analyses for the healthy part in video 22 in
RGB color space. Refer to Fig. A.8 (d), the absorption rate is 17.68 at the
same frequency (0.98 Hertz). This value is higher than the absorption rate we
obtained for the polyp region which is 14.51 (see Fig. A.5 (d)). Compared to
the polyp region, the healthy part is larger in this video (see Fig. A.3). This is
the main reason for this higher absorption rate, meaning the absorption rate is
also dependent on the size of ROIs.

168



Photoplethysmography (PPG) signal extraction

(a) ppg(t) in HSV (b) independent sources

(c) FFT of ppg(t) (d) FFT of sources

Figure A.6: PPG signal analysis in HSV color space for polyp region

(a) ppg(t) in CIELab (b) independent sources

(c) FFT of ppg(t) (d) FFT of sources

Figure A.7: PPG signal analysis in CIELab color space for polyp region
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(a) ppg(t) in RGB (b) independent sources

(c) FFT of ppg(t) (d) FFT of sources

Figure A.8: PPG signal analysis in RGB color space for the healthy part

A.1.2.1 Results from more videos

Unfortunately, we could not obtain meaningful results for most of the videos due
to their length being too short (less than 30 seconds), not sufficient for PPG
signals analysis. When a video is short, it is difficult to find the heart rate in
the frequency spectrum of the computed PPG signals. Table A.1 presents the
summary of the results we obtained for videos 4, 21, 22, and 24, in which we
had only one peak in the frequency spectrum. As can be concluded from the

polyp healthy
video peak freq. (Hz) peak freq. (Hz) duration (sec)
4 6.6 1.09 14.2 1.82 50
21 11.05 0.97 11.32 0.87 111
22 14.51 0.98 17.66 0.98 50
24 13.64 0.92 9.26 1.1 29

Table A.1: Results of PPG signal analysis for videos 4, 21, 22, & 24

table, it is difficult to set a threshold value for the absorption rate to distinguish
polyp regions from the healthy regions. The values of maximum magnitudes
change from one video to another, depending on many factors, such as the size
of the ROIs, lighting conditions, distance to the scope, etc. In some other videos,
we encountered multiple peak values in the frequency spectrum. Table A.2
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presents the results gathered for videos 1, 6, 9, 14, 17, and 18, in which we had
more than one peak value. We only present the first two highest values and
their corresponding frequencies in Table A.2. When we have multiple peaks in

first peak second peak
video peak freq. (Hz) peak freq. (Hz) duration (sec)
1 0.99 7.91 1.07 7.6 26
6 1.35 7.2 1.13 6.72 28
9 0.94 4.98 0.79 4.55 75
14 1.05 6.3 1.38 5.6 26
17 0.8 8.45 1.2 6.34 28
18 0.85 9.2 1.3 8.07 26

Table A.2: Results of PPG signal analysis for videos 1, 6, 9, 14, 17, & 18

the frequency domain, finding the heart rate will be ambiguous and difficult to
choose. This makes the proposed method more impractical for distinguishing
polyp regions from healthy ones.
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