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Data science, statistics, machine learning: what is “data science”?

Carmichael & Marron (2018) stated: “Data science is the business
of learning from data”, immediately followed by “which is
traditionally the business of statistics”.

What is your opinion?

e ‘“data science is simply a rebranding of statistics”
(“data science is statistics on a Mac”, Bhardwaj, 2017)

e ‘“data science is a subset of statistics”
(“a data scientist is a statistician who lives in San Francisco”,
Bhardwaj, 2017)

e ‘“statistics is a subset of data science”
(“statistics is the least important part of data science”,
Gelman, 2013)

Workshop of the 16th Applied Statistics 2019 International Conference 3/ 71



s UiO 2 University of Oslo

Statistics meets machine learning: the example of statistical boosting

Data science, statistics, machine learning: what is “data science”?
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Data science, statistics, machine learning: statistics vs machine learning

What about differences between statistics and machine learning?
e “Machine learning is essentially a form of applied statistics”;
e “Machine learning is glorified statistics”;

e “Machine learning is for Computer Science majors who
couldn't pass a Statistics course”;

e “Machine learning is statistics scaled up to big data”;
e “The short answer is that there is no difference”:

Actually...

e "I don't know what Machine Learning will look like in ten
years, but whatever it is I'm sure Statisticians will be whining
that they did it earlier and better”.

(https://www.svds.com/machine-learning-vs-statistics)
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Data science, statistics, machine learning: statistics vs machine learning

“The difference, as we see it, is not one of algorithms or practices
but of goals and strategies.

Neither field is a subset of the other, and neither lays exclusive
claim to a technique. They are like two pairs of old men sitting in
a park playing two different board games. Both games use the
same type of board and the same set of pieces, but each plays by
different rules and has a different goal because the games are
fundamentally different. Each pair looks at the other’s board with
bemusement and thinks they're not very good at the game.”

“Both Statistics and Machine Learning create models from data,
but for different purposes.”

(https://www.svds.com/machine-learning-vs-statistics)
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Data science, statistics, machine learning: statistics vs machine learning

Statistics
e goal is approximating (understanding) the data-generating
process;

e the models provide the mathematical framework needed to
make estimations and predictions;

e each choice made in the analysis must be defensible;

e the analysis is the final product: documentation, assumptions,
diagnostic tests, ...
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Data science, statistics, machine learning: statistics vs machine learning

Machine Learning

e the predominant task is predictive modeling;
e the model is only instrumental to its performance;
e the proof of the model is in the test set;

e no worries about assumptions or diagnostics (only a problem if
they cause bad predictions);

e if the population changes, all bets are off.
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Data science, statistics, machine learning: statistics vs machine learning

“As a typical example, consider random forests and boosted
decision trees. The theory of how these work is well known and
understood. [...] Neither has diagnostic tests nor assumptions
about when they can and cannot be used. Both are “black box”
models that produce nearly unintelligible classifiers. For these
reasons, a Statistician would be reluctant to choose them. Yet
they are surprisingly — almost amazingly — successful at prediction
problems.”

(https://www.svds.com/machine-learning-vs-statistics)
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Some theory: statistical decision theory

Statistical decision theory gives a mathematical framework for
finding the optimal learner.

Let:

e X € IRP be a p-dimensional random vector of inputs;
e Y € IR be a real value random response variable;
e p(X,Y) be their joint distribution;

Our goal is to find a function f(X) for predicting Y given X:

e we need a loss function L(Y, f(X)) for penalizing errors in
f(X) when the truth is Y,

» example: squared error loss, L(Y, f(X)) = (Y — f(X))%
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Some theory: statistical decision theory

Given p(z,y), we can derive the expected prediction error of f(X):

Ere(f) = Exy [L(Y, f(X))] = j Ly, f(@))p(e. y)dedy;

x7y

e criterion for choosing a learner: f which minimizes Err(f);
» e.g., for the square loss, f(z) = E[Y|X = x].

In practice, f(x) must be estimated. E.g, for linear regression:
e assumes a function linear in its arguments, f(x) ~ xTﬂ;
o argmingE[(Y — X7 $)*] - 8 = E[XXT]'E[XY];
e replacing the expectations by averages over the training data
leads to 5 — f(X).
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Some theory: the bias—variance decomposition

Consider Y = f(X) + ¢, E[¢] = 0, Var[¢] = 0%. Then we can
decompose the expected prediction error of f(X) at a point
X = Zo
Err(zo) = E[(Y — f(X))*|X = ]
= B[Y?] + E[f(z0)*] - 2E[Y f (0))]
= Var[Y] + f(x0)* + Var[f(z0)] + E[f(20)]* — 2 (x0) E[ f (w0)]
= o2 + bias?(f(x0)) + Var[f(zo)]
— irreducible error + bias® + variance

IDEA: reduce the expected prediction error by reducing the
variance, allowing an increase in the bias.
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Some theory: Hastie et al. (2009, Fig. 7.1)
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Towards boosting: trees (Hastie et al., 2009, Fig. 9.2)
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Towards boosting: trees

Advantages:
e fast to construct, interpretable models;
e can incorporate mixtures of numeric and categorical inputs;

e immune to outliers, resistant to irrelevant inputs.

Disadvantages:
e lack of smoothness;
e difficulty in capturing additive structures;

e highly unstable (high variance).
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Towards boosting: Galton (1907)

450 NATURE

[Maren 7, 1907

17%0 at Moyeni, Basutoland, on August 23.
yearly value of the absolute maxima was 86%9, and of the
corresponding minima 41°6. The mean temperature for
the year was 0%g below the average. The stormiest month
was October, and the calmest was April.

We have also received the official meteorological year-
books for South Australia (1904) and Mysore (1905). Both
of these works contain valuable means for previous years.

Forty Years of Southern New Mexico Climate.—Bulletin
No. 59 of the New Mexico College of Agriculture contains
the meteorological data recorded at the experimental station
from 1892 to 1903 inclusive, together with results of
temperature and rainfall observations at other stations in
the Mesilla Valley for most of the years between 1851 and
1890, published some years ago by General Greely
“ Report on the Climate of New Mexico.” The station is
situated in lat. 32° 15/ N., long. 106° 45' W., and is
3868 feet above sealevel. The data have a general appli-
cation to those portions of southern New Mexico with
an altitude less than 4000 feet. The mean annual tempera-
ture for the whole period was 61%6, mean maximum
(fourteen years) 76°8, mean minimum 41%4, absolute
maximum 106° (which occurred several times), absolute
minimum 1° (December, 1893). The mean annual rain-
fall was 88 inches; the smallest yearly amount was
3-5 inches, in 1873, the largest 17-1 inches, in 1905. Most
of the rain falls during July, August, and September.
The relative humidity is low, the mean annual amount being
about 51 per cent. The bulletin was prepared by J.
Tinsley, vicedirector of the station.

Meteorological Observations in Germany.—The results

‘The mean

of the observations made under the system of the Deutsche |

Seewarte, Hamburg, for 1903, at ten stations of the second |

nrdH and At fifty-six storm-warning stations, have been
This is the twenty-cighth yearly volume

pubhshed by the Seewarte, and forms part of the series of
erman meteorological year-books. We have frequently
referred to this excellent series, and the volume in ques-
tion is similar in all respects to its predecessors; it con-
tains most vn!uable data relating m rhe Nor(h SBd .md

lein an

Distribution of the estimates of the dressed weight of a
particular living ox, made by 787 different persons.
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41, 93, the first and shird quartiles, stand at 25° and 75 respscuively.

71, the median or middlemost value, stands at 50°

The dressed weight proved to be 1198 Ib

According to the democratic principle of * one vote one
value,” the middlemost estimate expresses the wox populi,
every other estimate being condemned as too low or too
high by a majority of the voters (for fuller explanation
:eé‘ “ One Vote, One Value,” Naturg, February 28,

. w the middlemost estimate is 1207 Ib.,

dnd \he _weight of the dressed ox proved to be 1108 Ib.}
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Towards boosting: Galton (1907)

In 1907, Sir Francis Galton visited a country fair:

A weight-judging competition was carried on at the annual show of
the West of England Fat Stock and Poultry Exhibition recently
held at Plymouth. A fat ox having been selected, competitors
bought stamped and numbered cards [...] on which to inscribe
their respective names, addresses, and estimates of what the ox
would weigh after it had been slaughtered and “dressed”. Those
who guessed most successfully received prizes. About 800 tickets
were issued, which were kindly lent me for examination after they
had fulfilled their immediate purpose.
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Towards boosting: Galton (1907)

After having arrayed and analyzed the data, Galton (1907) stated:

It appears then, in this particular instance, that the vox populi is
correct to within 1 per cent of the real value, and that the
individual estimates are abnormally distributed in such a way that
it is an equal chance whether one of them, selected at random,
falls within or without the limits of -3.7 per cent and +2.4 per cent
of their middlemost value.

Concept of “Wisdom of Crowds” (or, as Schapire & Freund,
2014, “how it is that a committee of blockheads can somehow
arrive at a highly reasoned decision, despite the weak judgement of
the individual members.")
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Towards boosting: wisdom of crowds (Hastie et al., 2009, Figure 8.11)
Wisdom of Crowds
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Towards boosting: translate this message into trees

How do can we translate this idea into tree-based methods?

e we can fit several trees, then aggregate their results;
e problems:

» “individuals" are supposed to be independent;
> we have only one dataset ...

How can we mimic different datasets while having only one?

e Bootstrap!
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Towards boosting: Hastie et al. (2009, Fig. 7.12)

_...---- Bootstrap
eeemmmmTT T o~ replications

-~ Bootstrap
“T.- samples

e Training
sample
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Towards boosting: bootstrap trees (Hastie et al., 2009, Fig. 8.9)
Original Tree b=1 b=2
x.1<0.395 x.1<0.555 x.2 <0.205

1 1
0 10 0 | |
0 1
1
0 0
0 1 1 0 0o 1 o 1
b=3 b=4 b=5
x.2 < 0.285 x.3 < 0.985 x4 <-1.36

e
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Towards boosting: bootstrap trees (Hastie et al., 2009, Fig. 8.9)

b=6 b=7 b=8
x.1<0.395 x.1<0.395 x.3 <0.985
1
1 10

| \ ‘ | [ o o
1 1 0 0 0 1 0o 1

b=9 b=10 b =11

x.1 <0.395 x.1<0.555 x.1 <0.555

1 —'—!
; o

0 1 1 0 0 1
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Towards boosting: bagging

The procedure so far:
e generate bootstrap samples;
e fit a tree on each bootstrap sample;

e obtain B trees.

At this point, aggregate the results. How?

o majority: G(z) = argmax, qi(z), ke {1,..., K},
» where g (z) is the proportion of trees voting for the category k;

e probability: G(z) = argmax;, B! Zszlp,[cb] (7),
ke{l,...,K},

» where p,[f](ac) is the probability assigned by the b-th tree to

category k;
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Towards boosting: bagging

In general, consider the training data Z = {(y1,x1),..., (yn,zN)}-
The bagging (boostrap aggregating) estimate is define by

fbag(x) = Eﬁ[f*(xﬂ:

where:
e P is the empirical distribution of the data (y;, z;);
° f* (x) is the prediction computed on a bootstrap sample Z*;
o i, (yf,a¥) ~P.

(2

The empirical version of the bagging estimate is

. 1 &
fbag(fﬁ):EZ b (7),

where B is the number of bootstrap samples.
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Towards boosting: bagging

Bagging has smaller prediction error because it reduces the
variance component,

A~

Ep[(Y — f*(2))’] = Ep[(Y — foag(®) + foag(a) — F*(2))?]
— Ep[(Y — foag(2)2] + Ep[(foag(x) — f*(2))?]
> Ep[(Y — foag(2))?],

where P is the data distribution.

Note that this does not work for 0-1 loss:
e due to non-additivity of bias and variance;

e bagging makes better a good classifier, worse a bad one.
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Towards boosting: from bagging to random forests

The average of B identically distributed r.v. with variance o2 and
positive pairwise correlation p has variance

1—
BPUQ.

p0'2 +

e as B increases, the second term goes to 0;

e the bootstrap trees are p. correlated — first term dominates.

l

construct bootstrap tree as less correlated as possible

!

random forests
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Towards boosting: a different way of improving bagging

We can use the information on the prediction obtained on the
previous step to improve the prediction on the following step

!

boosting

D2gging j  Uoosting

eration parallel

(https://quantdare.com/what-is-the-difference-between-bagging-and-boosting/)
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Boosting: the first (practically used) boosting algorithm, AdaBoost

G(x) = sign [szl ame(I)]
'

Weighted Sample JESEN ESvd €2

Weighted Sample JEEESENEN )

Weighted Sample JEEEd Gz(ﬂf)

—v.—o.—.--.

Training Sample JEEENESEA)

Workshop of the 16th Applied Statistics 2019 International Conference 29/ 71



UiO 2 University of Oslo

Statistics meets machine learning: the example of statistical boosting

Boosting: the first (practically used) boosting algorithm, AdaBoost

Consider a two-class classification problem, y; € {—1,1}, x; € RP:
1. initialize the weights, wl® = (1/N,... 1/N);
2. for m from 1 to Mistop,
(a) fit the weak estimator G(+) to the weighted data;
(b) compute the weighted in-sample missclassification rate,
errl™) = 33wy # G (@),
(c) compute the voting weights, al™ = log((1 — errl™) Jerrl™]);
(d) update the weights
=1 exp{al™ 1 (y; = GU™ (2:))};
- w wz/z1 L Wi

3. combine the results, Gaga(z;) = sign(3m=® al™ G (1)),

>1I)—w
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Boosting: the first (practically used) boosting algorithm, AdaBoost

Dy h

(Schapire & Freund, 2014, Figure 1.1)
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Boosting: the first (practically used) boosting algorithm, AdaBoost

First iteration:

e apply the classier G(-) on observations with weights:

1 2 3 4 5 6 7 8 9 10
w; 010 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10 0.10

e observations 1, 2 and 3 are misclassified = errll] = 0.3;
o compute alll = 0.51og((1 — errlt) ferrlt]) ~ 0.42;
o set w; = w; exp{alM(y; = GM(x;))}:

1 2 3 4 5 6 7 8 9 10
w; 015 0.15 0.15 0.07 0.07 0.07 0.07 0.07 0.07 0.07
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Boosting: the first (practically used) boosting algorithm, AdaBoost

D2 h2

(Schapire & Freund, 2014, Figure 1.1)
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Boosting: the first (practically used) boosting algorithm, AdaBoost

Second iteration:
e apply classifier G(-) on re-weighted observations (w;/ ; w;):
1 2 3 4 5 6 7 8 9 10
w; 017 0.17 0.17 0.0r 0.07r 0.07 0.07 0.07 0.07 0.07

e observations 6, 7 and 9 are misclassified = errl?! ~ 0.21;
e compute al?l = 0.51og((1 — errl?) ferrl?]) ~ 0.65;
o set w; = w; exp{a@(y; = G (x;))}:

1 2 3 4 5 6 7 8 9 10
w; 0.09 0.09 0.09 0.04 004 0.14 0.14 0.04 0.14 0.04
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Boosting: the first (practically used) boosting algorithm, AdaBoost

(Schapire & Freund, 2014, Figure 1.1)
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Boosting: the first (practically used) boosting algorithm, AdaBoost

Third iteration:
e apply classifier G(-) on re-weighted observations (w;/ ; w;):

1 2 3 4 5 6 7 8 9 10
w; 011 0.11 0.11 0.05 0.05 0.17 0.17 0.05 0.17 0.05

e observations 4, 5 and 8 are misclassified = errl3! ~ 0.14;
e compute al?l = 0.51og((1 — errl®]) ferrl3]) ~ 0.92;
o set w; = w; exp{al¥(y; = GBl(x;))}:

1 2 3 4 5 6 7 8 9 10
w; 004 0.04 0.04 011 0.11 0.07 0.07r 0.11 0.07 0.02
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Boosting: the first (practically used) boosting algorithm, AdaBoost

H =sign | 0.42 +0.65 +0.92

(Schapire & Freund, 2014, Figure 1.2)
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Boosting: AdaBoost (Hastie et al., 2009, Fig. 10.2)

w
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Boosting: functional gradient descent algorithm
Friedman et al. (2000) showed that AdaBoost simply minimizes a
specific (exponential) loss function

L(y. f(X)) = Ble” /],

through a functional gradient descent algorithm
1. inizialize f(X)[01,

eg. f(O =0,
2. form=1,...,Mstop,
2.1 compute the negative gradient
" — — oL(y,f(X))’

f(X fAmfl(X)'

2.2 fit the weak estimator to the negative gradient, Ay, (i, X)
2.3 update the estimate, f

(X)) = fIm=1(X) + vhn

U, X );
3. final estimate, fpoost(X) = S0 vh,y, (U, X).

Workshop of the 16th Applied Statistics 2019 International Conference
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Boosting: functional gradient descent algorithm

The statistical view of boosting;:
e allows to interpret the results;

e by studying the properties of the exponential loss;

It is easy to show that

[H(x) = argminf(m)EY|X=x[e 2 Pr(Y = -1|X =)’

i.e.
1

L+ e 2@’
therefore AdaBoost estimates 1/2 the log-odds of Pr(Y = 1|z).

Pr(Y =1X =2) =
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Boosting: functional gradient descent algorithm

In this form the algorithm can be generalized:
e not only different loss functions for classification,
» 0-1 loss, binomial deviance, ...
e but to generic statistical problems,

» by using the negative (log-)likelihood as a loss function;
» or negative partial (log-)likelihood (e.g., Cox regression).

The weak estimator (base-learner) can also be generic:

e tree, spline, ordinary least square, ...
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Boosting: example with linear Gaussian regression

Consider the linear Gaussian regression case, with, w.l.g. § = 0:

o Ly, J(X) = 5 ity (i — f(@i)
e hiy,X) = X(XTX)1XTy.

Therefore:
e initialize the estimate, e.g., fo(X) =y =0;
e m =1,
- _ 9L.f(X)) - —
s uy = — SHLR)) —(y—0) =1y
' 09 |y = WO =
> hl(ul,X) = X(XTX)_lXTy;
> fi(z) =0+ v X (XTX)1XTy.
o m =2,
— _ 9LWw,f(X)) Tx\-1xT,).
Y U2 = A y—vX(X X)X y);
2 0f(X) F(X)= ( (.l/ ( ) .1/)

)

> ho(ug, X) = X(XTX) 1XT(y—VX(XTX)_lXTy);

» update the estimate, fo(X,3) = vX(XTX) 1 XTy +
vX(XTX)IXT(y —vX(XTX) X Ty).
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Statistical Boosting: Gradient boosting

Gradient boosting algorithm:

1. initialize the estimate, e.g., fo(x) = 0;

2. form =1,..., Mstop,
2.1 compute the negative gradient vector,
Upy = — 5L(y,f(:v))‘ :
@ @)= fona (@)

2.2 fit the base learner to the negative gradient vector, A, (tm, T);
2.3 update the estimate, f,(z) = fin—1(z) + VA (um, ).
3. final estimate, fmstop(m) = Y5 Ul (U, )

Note:

e X must be centered;
o fige, (%) is @ GAM.
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Boosting: parametric version

Note that, using f(X,3) = XT3, it makes sense to work with 3
1. initialize the estimate, e.g., Bg =0;
2. form=1,... ,Mstop,

2.1 compute the negative gradient vector,

OL(y,f(X,B))

B O P S

2.2 fit the base learner to the negative gradient vector,
bon (U, X) = (XT X)L X Ty

2.3 update the estimate, B = Bm_1 + Vb (U, ).
3. final estimate, fo., () = X7 .
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Boosting: properties
Consider a linear regression example,
yi = f(z;) +e,i=1,...,N,
in which:
o ¢ ii.d. with E[¢;] =0, Var[e;] = 0

e we use a linear learner S : RY — RY (Sy = 9);
»eg, S=vX(XTX)"1XxT,

Note that, using an Ly loss function,
o fm(x) = fm 1(x) + Sum;
® Unm =Y — f l()_um l_Sum 1—(I S)um 1
e iterating, u,, = ([ —8)", m=1,..., Mstop.

Because f(z) = Sy, then fmstop(:v) =Y S(I—8)™My, ie.,
Frnaop(@) = (I = (I =8)™ )y

~
boosting operator By,
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Boosting: properties

Consider a linear learner S (e.g., least square). Then

Proposition 1 (Biihlmann & Yu, 2003): The eigenvalues of the
LoBoost operator B, are

{1— (1= M)meetl bk =1,...,N}.

If S = ST (i.e., symmetric), then 13, can be diagonalized with an
orthonormal transformation,

By = UD,UT, Dy, = diag(1 — (1 — \p)stor™ 1)

where UUT = UTU = 1.
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Boosting: properties

We can now compute:

12 [fn(:)] = £)?
A)2m+2)UTf

e bias*(m,S; f)
=N~ 1fTUd.ag((

- _Z<Var[fm<xi>]>

e Var(m,S;0?) =
= o?N~ IZ (1 —(

and
e MSE(m,S; f,0?) = bias®*(m, S; f) + Var(m, S; o?).

m+1)2

)

47/ 71

Workshop of the 16th Applied Statistics 2019 International Conference



UiO 2 University of Oslo

Statistics meets machine learning: the example of statistical boosting

Boosting: properties

Assuming 0 < A\ <1, k =1,..., N, note that:

e bias?(m,S; f) decays exponentially fast for m increasing;

e Var(m,S;c?) increases exponentially slow for m increasing;

e lim,, .o, MSE(m, S; f,0?) = 02

o ifdk: N, <1(ie, S# I) then 3m : MSE(m, S; f,0?) < o2
o ifVE: A < 1,5 > m 1, then MSER, < MSEs,

where = UT f (1 represents f in the coordinate system of
the eigenvectors of S).

(for the proof, see Biihlmann & Yu, 2003, Theorem 1)
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Boosting: properties

About % > m —1:

e a large left side means that f is relatively complex compared
with the noise level o2;

e a small right side means that Ay is small, i.e. the learner
shrinks strongly in the direction of the k-th eigenvector;

e therefore, to have boosting bringing improvements:

» there must be a large signal to noise ratio;
» the value of \; must be sufficiently small;

l

use a weak learner!!!
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Boosting: properties

There is a further intersting theorem in Biihimann & Yu (2003),

Theorem 2: Under the assumption seen till here and 0 < A\ < 1,
k=1,...,N, and assuming that E[|e;|P] < oo for p € IN,

N
N7 El(fm() = f(20))] = B[] + O(e ™), m —
i=1

where C' > 0 does not depend on m (but on N and p).

This theorem can be used to argue that boosting for classification
is resistant to overfitting (for m — o0, exponentially small
overfitting).
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Boosting: high-dimensional settings

The boosting algorithm is working in high-dimension frameworks:
e forward stagewise additive modelling;

e at each step, only one dimension (component) of X is updated
at each iteration;

e in a parametric setting, only one B]- is updated;

e an additional step in which it is decided which component to
update must be computed at each iteration.
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Boosting: component-wise boosting algorithm

Component-wise boosting algorithm:

1. initialize the estimate, e.g., f][o](m) =0,j=1,...,p;
2. form=1,... ,Mmstop,

» compute the negative gradient vector,

__ oL(y.f(x)
w= of ()

)f<w>=f[m—1l(w>'

» fit the base learner to the negative gradient vector, h; (u,xj),
for the j-th component only;

» select the best update j* (usually that minimizes the loss);

» update the estimate, fj[zl] () = fj[;:”*l] + vhjs (u, x4 );

» all the other componets do not change.

3. final estimate, fo..,(z) = . f][m“""](m).
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Boosting: component-wise boosting with linear learner

Component-wise boosting algorithm with linear learner:

1. initialize the estimate, e.g., B0 = 0,...,0);
2. form =1,...,Mstop,
» compute the negative gradient vector,

oL(y,f(=,B))

U=— =35G8 pT— for the j-th component only;

» fit the base learner to the negative gradient vector, iz(u x);
» select the best update j* (usually that minimizes the loss);
» include the shrinkage factor b; = Vh(u xi);

» update the estimate, Bj* = BJ[T Yy bj*.

3. final estimate, fmsmp (z) = XTlmseel (for linear regression).
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Boosting: minimization of the loss function

<7 -9 AW
o \&
o
& o~ o
o
S
o
T T T T T
0 1 2 3 4

B
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Boosting: parameter estimation
inizialization
N
B=(0000000)

R u=y

value
1.5

1.0

0.5

0.0
L

regression coefficient
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Boosting: parameter estimation

’ compute possible updates
o | A1) n / n o,
e.g.,. B =vyxu/y x5

9. B I; ijdi 21 i

g

B B2 Bs Bs Bs Bs B

regression coefficient
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Boosting: parameter estimation

choose the best update
0 . | ( AH) )2
2 A e.g., j*: min u-B X
g.,] i I; i BJ ij
2 .

B1 B2 Bs Bs Bs Bs B

regression coefficient
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Boosting: parameter estimation

start second iteration

@ /\(1)
u =y_Bl X1

value
1.5

1.0

0.5

0.0
L

regression coefficient
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Boosting: parameter estimation

compute possible updates

0 /\(2) n n 5
e.g., B _V,;X”ui/.;x”

o | U

B1 B2 Bs Bs Bs Bs B

regression coefficient
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Boosting: parameter estimation

choose the best ueodate
0 e i O ( A2) )2
2 A e.g., j*: min u-B X
g., i I; i BJ ij
g J -

B1 B2 Bs Bs Bs Bs B

regression coefficient
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Boosting: parameter estimation

start third iteration
o | A1) A2)
u=y-B; X1=B, X4
B =
[ B2 Bs Bs Bs Bs Br

regression coefficient
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Boosting: parameter estimation

compute possible updates

0 /\(3) n n 5
e.g., B _V,;X”ui/.;x”

s J 2z

B1 B2 Bs Bs Bs Bs B

regression coefficient
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Boosting: parameter estimation

choose the best ueodate
. L A(3) 2
2 e.g. j*: mjan(ui—Bj X;)
=
[ B2 Bs Bs Bs Bs Br

regression coefficient
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Boosting: parameter estimation

until we perform mg, iterations

o-a I
o
B1 Bs Bs

regression coefficient
Workshop of the 16th Applied Statistics 2019 International Conference 54/ 71
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Boosting: tuning parameters

e The update step is regulated by the shrinkage parameter v;

e as long as its magnitude is reasonable, the choice of the
penalty parameter does not influence the procedure;

e the choice of the number of iterations 1, is highly relevant;

® Mgy (complexity parameter) influences variable selection
properties and model sparsity;
® Mysiop controls the amount of shrinkage;

> Mgtop t00 small results in a model which is not able to
describe the data variability;

» an excessively large myqop causes overfitting and causes the
selection of irrelevant variables.

there is no standard approach — repeated cross-validation
(Seibold et al., 2016).
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Boosting: likelihood-based

A different version of boosting is the so-called likelihood-based
boosting (Tutz & Binder, 2006):

e based on the concept of GAM as well;

e |oss function as a negative log-likelihood;

e uses standard statistical tools (Fisher scoring, basically a
Newton-Raphson algorithm) to minimize the loss function;

e likelihood-based boosting and gradient boosting are equal only
in Gaussian regression (De Bin, 2016).
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Boosting: likelihood-based

The simplest implementation of the likelihood-based boosting is
BoostR, based on the ridge estimator:

Algorithm: BoostR
Step 1: Initialization. fg) = (XTX + 21,) ' XTy. i) = X (g
Step 2: Iteration. Form =1, 2, .. . apply ridge regression to the model for residuals
Y= 1) = XpR +e.

R

yielding solutions li'(Rm) =xTx 4+ /l[,,)_lXT (Y = lgn—1y), [1{5”) = XB o)

The new estimate is obtained by fi,) = fiy_1) + [151!).

see also Tutz & Binder (2007).

In the rest of the lecture we will give the general idea and see its
implementation as a special case of gradient boosting.
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Likelihood-based Boosting: introduction

Following the statistical
interpretation of boosting:

maximize the
log-likelihood ¢(3)
(equivalently, —¢(3) is the
loss function to minimize);

prediction — shrinkage
aim at Bshnnkv not BMLE;

o 4 — | best solution is “between”
0 1 2 3 0 and /BMLE-

Bl
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B2

Boosting: likelihood-based

starting point...
maximize a log-likelihood...
|
~ Newton-Raphson method
(or Fisher scoring).
7 Basic idea:
- apply Newton-Raphson;
o - stop early enough to end
o — 1B . ~ . 3
j ‘ ‘ — in Bsprink and not in Byrp.
0 1 2 3
Bl
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Boosting: likelihood-based

General Newton-Raphson step:

N —1
Al = gim=11 4 (*f,@ﬁ(ﬁﬂg:mm—u) 3(B)|g_pm—11 5
where:
o (5(B) = %@):

0%0(B
For convenience, let us rewrite the general step as

~

-1
i = =0+ (—asa(@IA | ) gatolp)

improvement at step m

B=0"
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Boosting: likelihood-based

Control the Newton-Raphson algorithm:
e we need to force the estimates to be between 0 and /;’MLE;
e we need to be able to stop at Bs;”mk.
= we need smaller “controlled” improvements.

Solution: penalize the log-likelihood!
o pU(B) — L(B) — 3AlIBI[3;
o plp(B) — £5(B) — AllBlI1:
o plaa(B) < €33(B) — X

Now the general step is:

~

gl = 51— (—gg(plgin)

improvement at step m

1
¥ A) £5(8)8m=1)

B8=0 £=0
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Boosting: likelihood-based

As long as A is ‘big enough’,
the boosting learning path
is going to hit Bsnrink.

B2
2

We must stop at that point:
the number of boosting

~
- —® iterations (7740, is cruciall
=2 LG O]
— pI@IE=p )
o - boosting learning path

T T
0 1 P1 1 2 3

Bl
Workshop of the 16th Applied Statistics 2019 International Conference 61/ 71



UiO 2 University of Oslo

Statistics meets machine learning: the example of statistical boosting

Boosting: likelihood-based

In the likelihood-based boosting we:
e repeatedly implement the first step of Newton-Raphson;

e update at each step estimates and likelihood.

Small improvements:
e parabolic approximation;

e fit the negative gradient on the data by a base-learner (e.g.,
least-square estimator)

sml _ glm—1] _ (xTx 4yt x7 Q4008 X))
N Il

~
negative gradient
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Boosting: likelihood-based vs gradient

Substituting
v=(XTX+)) " XTX

one obtains the expression of the LyBoost for (generalized) linear
models seen before,

o gy (xr)Lr 2005,X0)
P = X)X TSR

e gradient boosting is a much more general algorithm;

e likelihood-based boosting and gradient boosting are equal in
Gaussian regression because the log-likelihood is a parabola;

e both have a componentwise version.
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Boosting: likelihood-based vs gradient

Alternatively (more correctly) we can see the likelihood-based
boosting as a special case of the gradient boosting (De Bin, 2016):

1. initialize § = (0,...,0);
2. form=1,...,Mmstop

. ; : _ 9Uf(x,8))
compute the negative gradient vector, u = 27 (. 5) ‘5:6
» compute the update, .
A T ~Of(x,8)
B of(x, B 0=5F
VB = 7']((&/ b) wl /- —2—  utrl;
0/ B=0 op o

» update the estimate, Al = glm=11 4 pLB,

3. compute the final prediction, e.g., for lin. regr. § = X T Blmstop]
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Boosting: comparison with lasso (Hastie et al., 2009, Fig. 16.3)

LASSO Forward Stagewise
% -
o |
o
k] 7 £ o
T 2 1
3 o g
B oTEs, B
- A -
k=1 -]
@ w
2 4
|
2
I
0.0 0.2 04 0.6 0.8 1.0
la(m)|/|e(o0)] lex(m)/ex(o0))]
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Boosting: back to trees

The base (weak) learner in a boosting algorithm can be a tree:
e largely used in practice;
e very powerful and fast algorithm;
e R package XGBoost;
e we lose part of the statistical interpretation.
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Boosting: importance of “weakness” (Hastie et al., 2009, Fig. 10.9)

- 0 —— Stumps

s 1| 10 Node
hk 100 Node
\\1 ———  Adaboost

0.3
|
—_—

5
& \ MN
»
e 3 M’””‘mm
“"M\«NV\%\L‘
"“MM”’"
e STV
; -
—_
o |
o
T T T T T
0 100 200 300 400

Number of Terms
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Boosting: importance of “shrinkage” (Hastie et al., 2009, Fig. 10.11)

Stumps 6-Node Trees
Deviance Deviance
3 . o
—— Noshrinkage o —— No shrinkage
—— Shrinkage=0.2 —— Shrinkage=06
v w
o = -
8 8
= =
g ©
F 1
o = | o <= |
- - e —
g 3
= ot
8 4
[ | F s
=} o
(=T =
e T T T T T © T T T T T
0 500 1000 1500 2000 0 500 1000 1500 2000
Boosting lterations Boosting lterations
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Boosting: comparison (Hastie et al., 2009, Fig. 15.1)

~— Bagging
~—— Random Forest
—— Gradient Boosting (5 Node)

Test Error

0.040 0.045 0.050 0.055 0.060 0.065 0.070
]

1 1 1 1 T 1
0 500 1000 1500 2000 2500

Number of Trees
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