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Steffen Grønneberg: On robustness in ordinal psychometric models
Abstract: A large part of psychometric data is gathered through questionnaires, with answer options given on an
ordinal scale from 1 to 5. Following a framework originating mainly from the tetrachoric correlation of Karl Pearson
(1901, Philosophical Transactions of the Royal Society of London), the vector of ordinal answers of a person is seen as
discretizations of a continuous random vector, traditionally assumed to be multivariate normal. Standard statistical
methods designed for continuous random vectors can then be applied also to ordinal data, such as factor models or
structural equation models, by adding in a discretization step to the analysis. As Pearson knew and discussed in his
papers, the assumption of underlying normality had to be motivated from knowledge of the underlying phenomena
in question. In modern times, influential simulation studies (some of which have several thousand citations) have
concluded that standard psychometric tools are robust against moderate deviation from underlying normality. Many
practitioners have seen this as a carte blanche for assuming normality without deep knowledge of the variables, and
standard practice is to not even assess whether the underlying normality assumption seems to hold. Most previous
simulation studies on this topic relied on strictly increasing coordinatewise transformations of a multivariate normal
vector to generate non-normal data with a specified covariance matrix. Grønneberg & Foldnes (2019, Psychometrika)
points out that when such a vector is discretized, this is equivalent to discretizing exactly normal data with a slightly
different covariance matrix than intended, calling into question the interpretation of these simulation studies. Using
a non-normal simulation technique from Grønneberg & Foldnes (2017, Psychometrika), we show in Foldnes &
Grønneberg (2019, Psychometrika) and Foldnes & Grønneberg (Psychological methods, 2020, forthcoming) that this
earlier claimed robustness is dubious, and that a test for underlying normality proposed in Foldnes & Grønneberg
(2020, Structural Equation Modeling: A Multidisciplinary Journal) has high power in realistic settings. We also
derive some fundamental results on the consistency of various estimation procedures for the correlation matrix of
the underlying continuous random variable as the number of categories increases, and show that as long as the
marginals are normal, normal theory methods usually work well when the number of categories is 10 or more, which
unfortunately is more categories than what is commonly used in practice.
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