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Abstract

This article is concerned with inference in parametric copula setups, where both the marginals and the copula have parametric forms. For such models, two-stage maximum likelihood estimation, often referred to as inference function for margins, is used as an attractive alternative to the full or joint maximum likelihood estimation strategy. Previous studies of the two-stage maximum likelihood estimator have largely been based on the assumption that the chosen parametric model is the true model. We study the impact of dropping this true model assumption, both theoretically and numerically. We first show that the two-stage maximum likelihood estimator is consistent for a well-defined least false parameter value, different from the analogous least false parameter associated with the full maximum likelihood procedure. Then we demonstrate limiting normality of the full vector of estimators, with concise matrix notation for the variance matrices involved. Along with consistent estimators for these, we have built a model-robust machinery for inference on parametric copula models. The special case where the parametric model is assumed to hold corresponds to situations studied earlier in the literature, with simpler formulae for variance matrices.

As a numerical illustration, we perform a set of simulations and find that ignoring model uncertainty often leads to over-confident results. In addition, we observe that the two-stage maximum likelihood estimator is still highly efficient when the true model assumption is dropped and thus the model robust asymptotic variance formulae are used. Additionally, we discover that using highly misspecified models can lead to situations where the asymptotic variance of the two-stage maximum likelihood estimator is lower than that of full maximum likelihood estimator. We also analyse five-dimensional Norwegian precipitation data, with results concordant with that of the simulation study.
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1 Introduction and copula models

The popularity of copula modelling and methods has increased rapidly in the last decade and now they are regularly used in fields like biostatistics, hydrology, finance and actuarial science (Embrechts, 2009). One
of the more popular estimation techniques for parametric copulae with parametric margins is the two-stage maximum likelihood estimation (two-stage ML estimation), first introduced by Shih & Louis (1995). This two-stage method is also often referred to as inference function for margins (IFM). The asymptotic behaviour and efficiency of this method have been studied both theoretically and numerically by Shih & Louis (1995), Xu (1996), Joe (1997, 2005), Andersen (2005) and Kim et al. (2007).

Although the insights and results from these studies are fruitful, they are generally based on the assumption that the chosen copula and marginal distributions are the true model that generated data. We refer to this as the ‘true model assumption’, and the limitations and impact of this assumption for two-stage ML estimation in copula contexts has not been studied earlier, to our knowledge. Andersen (2004) has worked this as the ‘true model assumption’, and the limitations and impact of this assumption for two-stage ML estimation in copula contexts has not been studied earlier, to our knowledge. Andersen (2004) has worked with model robust versions of asymptotic variances. This was in the context of composite likelihoods, however, and her work does not give attention to the inference and impact of model robustness. In this paper we develop model robust inference methods based on two-stage ML estimators, and study their theoretical and numerical properties under possible model misspecification.

Our technical setting is as follows. Let \( (Y_1, \ldots, Y_d)^T \) be a \( d \)-variate continuous stochastic variable originating from a joint density \( g(y_1, \ldots, y_d) \), and let further \( y_i = (y_{i,1}, \ldots, y_{i,d})^T \) for \( i = 1, \ldots, n \) be independent observations of this variable. Typically, this true joint distribution \( g \) is unknown. Let \( f(y_1, \ldots, y_d, \eta) \) be our choice of parametric approximation of \( g \), with \( \eta \) the parameter vector, belonging to some connected subset of the appropriate Euclidean space. Further, \( G \) and \( F(\cdot, \eta) \) indicate cumulative distribution functions corresponding to \( g \) and \( f(\cdot, \eta) \), respectively. In addition, \( G_j(y_j) \) and \( F_j(y_j, \alpha_j) \) indicate \( j \)-th marginal distribution functions corresponding to \( G \) and \( F(\cdot, \eta) \) respectively, with \( \alpha_j \) the parameter vector pertaining to modelling margin component \( j \).

Starting from the joint distribution the parametric \( F(\cdot, \eta) \), Sklar’s theorem (Sklar, 1959) implies that there is a copula \( C(u_1, \ldots, u_d, \theta) \) that satisfies

\[
F(y_1, \ldots, y_d, \eta) = C(F_1(y_1, \alpha_1), \ldots, F_d(y_d, \alpha_d), \theta),
\]

with \( \theta \) the vector of parameters for the copula. For the full parameter vector, now conveniently blocked into parameters for margins and the part for the copula, we use

\[
\eta = (\alpha^T, \theta^T)^T = (\alpha_1^T, \ldots, \alpha_d^T, \theta^T)^T.
\]

When \( F(y_1, \ldots, y_d, \eta) \) is continuous, \( C(\cdot, \theta) \) is unique. If we assume that \( F_1(y_1, \alpha_1), \ldots, F_d(y_d, \alpha_d) \) are absolutely continuous and strictly increasing, \( C(\cdot, \theta) \) can be differentiated,

\[
f(y_1, \ldots, y_d, \eta) = c(F_1(y_1, \alpha_1), \ldots, F_d(y_d, \alpha_d), \theta) \prod_{j=1}^d f_j(y_j, \alpha_j),
\]

where \( c(u_1, \ldots, u_d) = \partial^d C(u_1, \ldots, u_d, \theta)/\partial u_1 \cdots \partial u_d \) and \( f_j(y_j, \alpha_j) = \partial F_j(y_j, \alpha_j)/\partial y_j \) (see Nelsen (2006)). Analogously, we can decompose the true density \( g \) into marginal densities and copula density and obtain

\[
g(y_1, \ldots, y_d) = c_0(G_1(y_1), \ldots, G_d(y_d)) \prod_{j=1}^d g_j(y_j),
\]
with \( c_0(\cdot) \) the true copula.

One of the most important families of copulae is the Archimedean copula family. An Archimedean family copula has the form

\[
C(u_1, \cdots, u_d) = \phi^{-1}(\phi(u_1) + \cdots + \phi(u_d))
\]

where \( \phi \) is its generator. One of the most common Archimedean copulae is the Gumbel copula, which is defined as

\[
C(u_1, \cdots, u_d) = \exp \left[ - \left\{ (-\log u_1)^\theta + \cdots + (-\log u_d)^\theta \right\}^{\frac{1}{\theta}} \right].
\]

Another member of the family is the Frank copula, defined as

\[
C(u_1, \cdots, u_d) = -\frac{1}{\theta} \log \left[ 1 + \prod_{i=1}^d \frac{\exp(-\theta u_i) - 1}{\exp(-\theta) - 1} \right]^{d-1}.
\]

For further parametric copula constructions, see e.g. Joe (1997); Nelsen (2006); Genest & Rivest (1993); Genest & Favre (2007), and with several multiparameter copula models exhibited and discussed in Coles et al. (1999); Nikoloulopoulos et al. (2012).

The further structure of this paper is as follows. In Section 2, we briefly describe how the two-stage ML estimation method works. In Section 3, we first derive the limit distribution for two-stage ML estimators outside model conditions, including proving consistency towards the relevant least false parameter. After this, we examine consequences of the true model assumption for the asymptotic distribution. The resulting model non-robust asymptotic variance formula is essentially similar to that given in Joe (2005), but one difference is that we choose to use quantities that are more in line with the classical ML estimation theory. Our results give rise to clear recipes for confidence intervals, confidence curves, and hypothesis tests, based on two-stage ML estimators, discussed in Section 4.

In Sections 5 and 6 we study the numerical behaviour of our model robust inference methods by using a set of simulations and a data set of Norwegian precipitation. Generally speaking, the two-stage ML estimator \( \tilde{\eta} \) has a variance matrix, say \( \Sigma \), for which our apparatus provides two estimators, say \( \tilde{\Sigma}_A \) computed under model conditions and \( \tilde{\Sigma}_B \) using the model-robust machinery. We find first that when data really stem from the model used, then both variance matrix estimators tend to be in agreement, but with more variability for the second method. Next, when the data generating mechanism lies outside the model, the second method aims at the correct matrix, whereas the first is not consistent, and often will be too small. Furthermore, we observe that a high degree of model misspecification may lead to situations where the limiting variance matrix of the two-stage ML estimator is smaller than the corresponding variance matrix of the full ML estimator. This can not happen when the data generating mechanism is inside the parametric model. By classical theorems on the optimality of ML estimators, such as the Hájek–Le Cam convolution theorem (Hájek, 1970), each competing sequence of estimators will have a limiting variance matrix at least as large as the one for ML estimation (the matrix difference is nonnegative definite), under model conditions and a few further regularity assumptions on competitors. But these optimality theorems for ML estimation do not
apply when the data generating mechanism is outside the parametric model.

In our final Section 7 we offer a list of concluding remarks, some pointing to further research work. In particular, we mention model selection criteria, and explain briefly that our two-stage ML machinery may be extended to classes of conditional copula regression models.

2 Two-stage maximum likelihood

2.1 Maximum likelihood and Kullback–Leibler divergence

With observations from a model parametrised via a parameter vector \( \eta \), the ML estimator \( \hat{\eta} \) is the maximiser of \( \ell(\eta) \), the log-likelihood function of the model for the given observations. Properties of ML estimators are extensively covered by the classic literature in statistics, including Le Cam (1990) and Casella & Berger (2002). In this paper, we use ‘\(^\wedge\)’ to indicate that a quantity is estimated by full or joint ML, and ‘\(\tilde{\cdot}\)’ to indicate that the quantity in question is estimated by two-stage ML, covered in Section 2.2.

The Kullback–Leibler (KL) divergence (Kullback & Leibler, 1951) measures the extent to which one probability distribution diverges from another. The KL divergence from \( g \) to \( f \) is defined as

\[
\text{KL}(g, f(\cdot, \eta)) = \int g(y) \log \frac{g(y)}{f(y, \eta)} \, dy.
\]

In our technical setting, the true density \( g \) is the same for all models. Thus, minimising the KL divergence is equivalent to maximising \( \int g(y) \log f(y, \eta) \, dy \).

Under the usual regularity assumptions and assuming that the integral is finite, the law of large numbers gives

\[
\frac{1}{n} \ell = \frac{1}{n} \sum_{i=1}^{n} \log f(y_i, \eta) \overset{P}{\to} \int g(y) \log f(y, \eta) \, dy = \mathbb{E}_G \log f(y, \eta).
\]

Here and later it is understood that the convergence relates to the sample size \( n \) growing beyond bounds. The above result implies under mild and standard regularity conditions that \( \hat{\eta} \), the ML estimator of \( \eta \), will tend asymptotically to \( \eta_0 \), the least false parameter value, which is the minimiser of the KL divergence and the maximiser of \( \int g(y) \log f(y, \eta) \, dy \). Thus,

\[
\hat{\eta} \overset{P}{\to} \eta_0 = \arg \min_{\eta} \text{KL}(g, f(\cdot, \eta)) = \arg \max_{\eta} \int g(y) \log f(y, \eta) \, dy.
\]

When the parametric model is correctly specified (i.e. \( g(y) = f(y, \eta_0) \), for a suitable \( \eta_0 \)), the minimum of the KL divergence is zero and \( \eta_0 \) is called true parameter value.

By applying the decomposition (1) on our setting and \( f(y, \eta) \), we have that \( \hat{\eta} \) is a consistent estimator of the least false parameter \( \eta_0 \), say \( \eta_{0,ml} = (\alpha_{0,ml}^T, \theta_{0,ml}^T)^T \).

2.2 Two-stage maximum likelihood estimator

When the dimension of the copula \( (d) \) gets higher, the ML estimator becomes computationally more demanding and not even feasible when the number of parameters is high (Joe, 1997). To avoid this problem,
the two-stage ML is a natural alternative estimation strategy, first proposed, for the two-dimensional case, by Shih & Louis (1995).

When parametric families for the copula and the margins are chosen, the two-stage ML estimator works as follows. Stage 1: For each \( j \) in \( 1 \leq j \leq d \), obtain \( \tilde{\alpha}_j \), the marginal ML estimate of \( \alpha_j \), by maximising \( \ell_{f_j} = \sum_{i=1}^{n} \log f_j(y_{i,j}, \alpha_j) \) with respect to \( \alpha_j \). Stage 2: Plug in \( \tilde{\alpha}_1, \cdots, \tilde{\alpha}_d \) from stage 1, to get

\[
\ell(\tilde{\alpha}, \theta) = \sum_{i=1}^{n} \left\{ \log f_1(y_{i,1}, \tilde{\alpha}_1) + \cdots + \log f_d(y_{i,d}, \tilde{\alpha}_d) + \log c(F_1(y_{i,1}, \tilde{\alpha}_1), \cdots, F_d(y_{i,d}, \tilde{\alpha}_d), \theta) \right\}.
\]

Then, \( \theta \) is estimated by maximising \( \ell(\tilde{\alpha}, \theta) \) with respect to \( \theta \), yielding

\[
\tilde{\theta} = \arg \max_{\theta} \ell(\tilde{\alpha}, \theta) = \arg \max_{\theta} \ell_c(\tilde{\alpha}, \theta)
\]

where \( \ell_c(\alpha, \theta) = \sum_{i=1}^{n} \log c(F_1(y_{i,1}, \alpha_1), \cdots, F_d(y_{i,d}, \alpha_d), \theta) \). The two-stage ML estimate \( \tilde{\eta} = (\tilde{\alpha}^T, \tilde{\theta}^T)^T = (\tilde{\alpha}_1^T, \cdots, \tilde{\alpha}_d^T, \tilde{\theta}^T)^T \) obtained in this way satisfies

\[
\left( \frac{\partial \ell_{f_1}}{\partial \tilde{\alpha}_d}, \cdots, \frac{\partial \ell_{f_d}}{\partial \tilde{\alpha}_d}, \frac{\partial \ell_c}{\partial \tilde{\theta}} \right) = 0.
\]

There are \( p_1 + \cdots + p_d + q \) parameters and equations here, where \( p_j \) is the dimension of \( \alpha_j \) and \( q \) the dimension of \( \theta \). In the next section we demonstrate limiting normality for the full \( p_1 + \cdots + p_d + q \)-dimensional \( \tilde{\eta} \).

3 Large-sample behaviour of two-stage maximum likelihood estimators

To work out clear limit theorems for the two-stage ML estimators we are helped by the following regularity assumptions:

- **A1** \( \eta \in \Theta \), where \( \Theta \) is compact.
- **A2** \( \log f_j(y, \alpha_j) \) is twice differentiable with respect to \( \alpha_j \).
- **A3** \( \log c(F_1(y_{1,1}, \alpha_1), \cdots, F_d(y_{d,d}, \alpha_d), \theta) \) is thrice differentiable with respect to \( \alpha \) and \( \theta \).
- **A4** There exists a function \( R(y_j) \) such that \( \text{E}_G[R(Y_{i,j})] < \infty \) and \( |\log f_j(y_{j}, \alpha_j)| \leq R(y) \) for all \( y_{j}, \alpha_j \).
- **A5** There exists a function \( R(y, \alpha) \) such that \( \text{E}_G[R(Y, \alpha)] < \infty \) and \( |\log c(y, \alpha, \theta)| \leq R(y, \alpha) \) for all \( y, \alpha, \theta \).

In stage 1 of two-stage ML estimation, the parameters of each margin are estimated by using separate ML estimation. We may consequently use large-sample results from ML estimation theory directly, regarding \( \tilde{\alpha}_j \) behaviour. In particular, the estimator \( \tilde{\alpha}_j \) is now aiming for the least false value instead of the usual true parameter value under the true model assumption.
3.1 Large-sample results for stage 1 of two-stage ML estimation

Lemma 1. Let \( \tilde{\alpha} \) be the ML estimator of the margin parameter vector \( \alpha = (\alpha_1, \cdots, \alpha_d)^T \) from stage 1 and let \( \alpha_0 = (\alpha_{0,1}, \cdots, \alpha_{0,d})^T \) be the least false value. Then we have

\[
\sqrt{n} (\tilde{\alpha} - \alpha_0) = \sqrt{n} I_n^{-1} U_n,\alpha(\alpha_0) + o_p(1) \\
\xrightarrow{d} I_n^{-1} \Lambda_0 \sim N(0, I_n^{-1} K_n I_n^{-1}),
\]

where

\[
U_n,\alpha(\alpha) = \begin{pmatrix}
U_{n,\alpha_1}(\alpha_1) \\
\vdots \\
U_{n,\alpha_d}(\alpha_d)
\end{pmatrix} = \begin{pmatrix}
\frac{1}{n} \sum_{i=1}^n U_{\alpha_1}(y_{i,1}, \alpha_1) \\
\vdots \\
\frac{1}{n} \sum_{i=1}^n U_{\alpha_d}(y_{i,d}, \alpha_d)
\end{pmatrix} = \begin{pmatrix}
\frac{1}{n} \sum_{i=1}^n \partial \log f_1(y_{i,1}, \alpha_1)/\partial \alpha_1 \\
\vdots \\
\frac{1}{n} \sum_{i=1}^n \partial \log f_d(y_{i,d}, \alpha_d)/\partial \alpha_d
\end{pmatrix},
\]

\[
K_\alpha = \begin{pmatrix}
K_{\alpha_1} & K_{\alpha_1,\alpha_2} & \cdots & K_{\alpha_1,\alpha_d} \\
K_{\alpha_2,\alpha_1} & K_{\alpha_2} & \cdots & K_{\alpha_2,\alpha_d} \\
\vdots & \vdots & \ddots & \vdots \\
K_{\alpha_d,\alpha_1} & K_{\alpha_d,\alpha_2} & \cdots & K_{\alpha_d}
\end{pmatrix},
\]

\[
K_{\alpha_j,\alpha_k} = \text{Cov}_{ij} \left( U_{\alpha_j}(y_j, \alpha_{0,j}), U_{\alpha_k}(y_k, \alpha_{0,k}) \right) = E_G \left[ U_{\alpha_j}(y_j, \alpha_{0,j}) U_{\alpha_k}(y_k, \alpha_{0,k})^T \right],
\]

\[
I_\alpha = \begin{pmatrix}
I_{\alpha_1} & 0 & 0 \\
0 & \ddots & 0 \\
0 & 0 & I_{\alpha_d}
\end{pmatrix},
\]

\[
I_{\alpha_j} = - \int g_j \frac{\partial^2 \log f_j(y_j, \alpha_{0,j})}{\partial \alpha_{0,j} \partial \alpha_{0,j}^T} dy_j = - E_{\alpha_j} \left[ H_{\alpha_j}(y_j, \alpha_{0,j}) \right].
\]

The proof is given in Appendix A.1. We have used \( H_{\alpha_j}(y_j, \alpha_j) \) for the Hessian matrix operation on \( \log f_j(y_j, \alpha_j) \).

Under the assumption that the margins are correctly specified, it holds that \( K_{\alpha_j} = I_{\alpha_j} \). When \( j \neq k \), however, in general it holds that \( K_{\alpha_j,\alpha_k} \neq 0 \). The asymptotic variance matrix will hence keep the sandwich form even under the assumption that margins are correctly specified.

3.2 Large-sample results for stage 2 of two-stage ML estimation

Under the assumption that all margins and the copula are correctly specified, it is well known that \( \tilde{\theta} \) is a consistent estimator of the true parameter value \( \theta_0 \) (i.e. \( \text{KL}(\alpha_0, c(\cdot, \theta_0)) = 0 \)). However, without this assumption, the consistency of \( \tilde{\theta} \) needs more care, also since it needs to be clarified precisely what it is aiming for.

Lemma 2. Consider the function

\[
M(\alpha_0, \theta) = \int g \log c(F_1(y_1, \alpha_{0,1}), \cdots, F_d(y_d, \alpha_{0,d}), \theta) dy
\]

and assume that there is \( \theta_0 \), a unique and well-separated point of maximum of \( M(\alpha_0, \theta) \), which satisfies
\[ \sup\{M(\alpha_0, \theta) : d(\theta, \theta_0) < \varepsilon\} < M(\alpha_0, \theta_0) \text{ for every } \varepsilon > 0; \text{ here } d(\theta, \theta_0) \text{ refers to Euclidean distance.} \]

Let \( M_n(\bar{\alpha}, \theta) \) be the stage 2 sample version of \( M(\alpha_0, \theta) \),

\[
M_n(\bar{\alpha}, \theta) = \frac{1}{n} \sum_{i=1}^{n} \log c(F_1(y_{i,1}, \bar{\alpha}_1), \cdots, F_d(y_{i,d}, \bar{\alpha}_d), \theta),
\]

where the \( \bar{\alpha}_j \) are the estimates from the stage 1. Then \( \bar{\theta}, \) the maximiser of \( M_n(\bar{\alpha}, \theta) \), is a consistent estimator of \( \theta_0, \) the least false parameter value.

The proof is given in Appendix A.2.

So, under margin and copula misspecification, \( \bar{\theta} \) is still consistent, but for the appropriate least false parameter value, rather than for any ‘true’ parameter value. The divergence in question is of the KL type form

\[
\int g \log \frac{c_0(F_1(y_1, \alpha_0), \cdots, F_d(y_d, \alpha_0))}{c(F_1(y_1, \alpha_0_1), \cdots, F_d(y_d, \alpha_0))} dy.
\]

This leads to a precise notion of the least false parameter vector \( \eta_0 = (\alpha_0^T, \theta_0^T)^T \) associated with two-stage ML estimation.

Based on the consistency lemma above, we now derive the model robust asymptotic distribution of the two-stage ML estimator.

**Proposition 1.** With \( \bar{\eta} \) the two-stage ML estimator of \( \eta, \) we have

\[
\sqrt{n} (\bar{\eta} - \eta_0) = \sqrt{n} \mathcal{I}_{\eta}^{-1} \left( U_{n,\alpha}(\alpha_0) \right) + \begin{pmatrix} o_p(1) \\ o_p(1) \end{pmatrix}
\]

\[
\xrightarrow{d} \mathcal{I}_{\eta}^{-1} L \Lambda_{\eta} \sim N(0, V_{\eta})
\]
where

\[ V_\eta = \mathcal{I}_\eta^{-1} \boldsymbol{L} \mathcal{K}_\eta \mathcal{L}^T \mathcal{I}_\eta^{-1}, \]

\[ U_{n,\theta}(\alpha, \theta) = \frac{1}{n} \sum_{i=1}^{n} U_\theta(y_i, \alpha, \theta) = \frac{1}{n} \sum_{i=1}^{n} \frac{\partial \log \mathcal{C}(F_1(y_{i,1}, \alpha_1), \ldots, F_d(y_{i,d}, \alpha_d), \theta)}{\partial \theta}, \]

\[ K_\eta = \begin{pmatrix} K_\alpha & K_{\alpha,\theta} \\ K_{\alpha,\theta}^T & K_\theta \end{pmatrix}, \]

\[ K_\theta = \text{Var}_G U_\theta(y, \alpha_0, \theta_0) = \mathbb{E} \left[ U_\theta(y, \alpha_0, \theta_0)^T U_\theta(y, \alpha_0, \theta_0) \right], \]

\[ K_{\alpha,\theta} = \text{Cov}_G (U_\alpha(y, \alpha_0), U_\theta(y, \alpha_0, \theta_0)) = \mathbb{E} \left[ U_\alpha(y, \alpha_0) U_\theta(y, \alpha_0, \theta_0)^T \right], \]

\[ \mathcal{I}_\eta = \begin{pmatrix} \mathcal{I}_\alpha & 0 \\ 0 & \mathcal{I}_\theta \end{pmatrix}, \]

\[ \mathcal{I}_\theta = -\int y \frac{\partial^2 \log \mathcal{C}(F_1(y_{1,1}, \alpha_{1,1}), \ldots, F_d(y_{d,1}, \alpha_{d,1}), \theta)}{\partial \theta_0 \partial \theta_0^T} dy = -\mathbb{E}_G [H_\theta(y, \alpha_0, \theta_0)^T], \]

\[ \mathcal{I}_{\alpha,\theta} = -\int y \frac{\partial^2 \log \mathcal{C}(F_1(y_{1,1}, \alpha_{1,1}), \ldots, F_d(y_{d,1}, \alpha_{d,1}), \theta)}{\partial \alpha_0 \partial \theta_0^T} dy = \mathbb{E}_G [-H_{\alpha,\theta}(y, \alpha_0, \theta_0)], \]

\[ L = \begin{pmatrix} I & \mathcal{I}_{\alpha,\theta}^{-1} \\ -\mathcal{I}_{\alpha,\theta}^{-1} & \mathcal{I}_\alpha^{-1} \end{pmatrix}. \]

The proof is given in Appendix A.3.

Compared to the results from Xu (1996) and Joe (2005) where margins and the copula are assumed to be correctly specified, the asymptotic variance expression in Proposition 1 has a more general form. Writing it in block matrix form gives

\[ V_\eta = \begin{pmatrix} V_\alpha & V_{\alpha,\theta} \\ V_{\alpha,\theta}^T & V_\theta \end{pmatrix} = \begin{pmatrix} \mathcal{I}_\alpha^{-1} & 0 \\ 0 & \mathcal{I}_\theta^{-1} \end{pmatrix} \begin{pmatrix} I & \mathcal{I}_{\alpha,\theta}^{-1} \\ -\mathcal{I}_{\alpha,\theta}^{-1} & \mathcal{I}_\alpha^{-1} \end{pmatrix} \begin{pmatrix} K_\alpha & K_{\alpha,\theta} \\ K_{\alpha,\theta}^T & K_\theta \end{pmatrix} \begin{pmatrix} I & \mathcal{I}_{\alpha,\theta}^{-1} \\ 0 & \mathcal{I}_\alpha^{-1} \end{pmatrix} \begin{pmatrix} \mathcal{I}_\alpha^{-1} & 0 \\ 0 & \mathcal{I}_\theta^{-1} \end{pmatrix}, \quad (2) \]

where

\[ V_\alpha = \mathcal{I}_\alpha^{-1} K_\alpha \mathcal{I}_\alpha^{-1}, \]

\[ V_\theta = \mathcal{I}_\theta^{-1} K_\theta \mathcal{I}_\theta^{-1} + \mathcal{I}_\theta^{-1} \mathcal{I}_{\alpha,\theta}^{-1} K_{\alpha,\theta} \mathcal{I}_{\alpha,\theta}^{-1} - \mathcal{I}_{\alpha,\theta}^{-1} K_{\alpha,\theta} \mathcal{I}_{\alpha,\theta}^{-1} \mathcal{I}_\alpha^{-1} \mathcal{I}_{\alpha,\theta}^{-1} - \mathcal{I}_{\alpha,\theta}^{-1} K_{\alpha,\theta} \mathcal{I}_{\alpha,\theta}^{-1} \mathcal{I}_\alpha^{-1} \mathcal{I}_{\alpha,\theta}^{-1}, \]

\[ V_{\alpha,\theta} = \mathcal{I}_\alpha^{-1} K_{\alpha,\theta} \mathcal{I}_\alpha^{-1} - \mathcal{I}_\alpha^{-1} K_{\alpha,\theta} \mathcal{I}_{\alpha,\theta}^{-1} \mathcal{I}_\alpha^{-1} \mathcal{I}_{\alpha,\theta}^{-1}. \]

Andersen (2004) has a similar result, but in the context of a composite likelihood construction. Assuming the true model (i.e. \( f = g \)) results in a set of simplifications of Proposition 1. As already mentioned in Section 3.1, the true model assumption in stage 1 gives equality \( K_{\alpha,j} = \mathcal{I}_{\alpha,j} \) for all \( j = 1, \ldots, d \), where \( d \) indicates the dimension of the data.

Joe (2005) implements this result by replacing each \( \mathcal{I}_{\alpha,j} \) with \( K_{\alpha,j} \) in his asymptotic variance formula. Although this method is theoretically correct, it is not the most economical way of stating results, since \( V_\eta \) contains more \( \mathcal{I}_{\alpha,j} \)'s than \( K_{\alpha,j} \)'s (note that every \( K_{\alpha,j} \) is ‘sandwiched’ by \( \mathcal{I}_{\alpha,j} \) in (2)). In addition, this is in opposition to the usual practice of maximum likelihood theory, where the asymptotic variance is defined and used as the inverse of Fisher information, as opposed to the variance of the score function vector.
Thus, under the true model assumption, we choose to simplify $V_\eta$ by replacing $K_\alpha$ with

$$K_{\alpha}^{\text{TMA}} = \begin{pmatrix}
I_{\alpha_1} & K_{\alpha_1,\alpha_2} & \cdots & K_{\alpha_1,\alpha_d} \\
K_{\alpha_2,\alpha_1} & I_{\alpha_2} & \cdots & K_{\alpha_2,\alpha_d} \\
\vdots & \vdots & \ddots & \vdots \\
K_{\alpha_d,\alpha_1} & K_{\alpha_d,\alpha_2} & \cdots & I_{\alpha_d}
\end{pmatrix}.$$ 

Although Joe (2005)’s and our method are theoretically the same, it will make a difference in practice since it is almost never the case that the two matrices $K_\alpha$ and $I_\alpha$, though identical qua population quantities, have empirical estimates that are very close.

**Lemma 3.** Under the assumption that the margins and copula are correctly specified, it holds that $K_{\alpha,\theta} = 0$.

The proof is given in Appendix A.4.

In two-stage ML estimation, the log-likelihood functions are different in stages 1 and 2. This implies that the true model assumption does not give $I_{\alpha,\theta} = K_{\alpha,\theta}$. Instead, the true model assumption for two-stage ML estimation yields a different relationship, as follows.

**Lemma 4.** Let

$$U_{\alpha}^*(y, \alpha) = \begin{pmatrix} U_{\alpha_1}^*(y, \alpha_1) \\
\vdots \\
U_{\alpha_d}^*(y, \alpha_d) \end{pmatrix} = \begin{pmatrix} \partial \log c (F_1(y_1, \alpha_1), \cdots, F_d(y_d, \alpha_d), \theta) / \partial \alpha_1 \\
\vdots \\
\partial \log c (F_1(y_1, \alpha_1), \cdots, F_d(y_d, \alpha_d), \theta) / \partial \alpha_d \end{pmatrix},$$

and

$$K_{\alpha,\theta}^* = \text{Cov} G (U_{\alpha}^*(y, \alpha_0), U_\theta(y, \alpha_0, \theta_0)) = E \left[ U_{\alpha}^*(y, \alpha_0) U_\theta(y, \alpha_0, \theta_0)^T \right].$$

Under the assumption that the margins and copula are correctly specified, it holds that $I_{\alpha,\theta} = K_{\alpha,\theta}^*$.

The proof is given in Appendix A.5.

**Lemma 5.** Under the assumption that the margins and copula are correctly specified, it holds that $I_\theta = K_\theta$.

The proof is given in Appendix A.6.

### 3.3 Impact of model misspecification on the copula parameter

The most apparent consequence of margin misspecification is that the two-stage ML copula parameter estimate $\tilde{\theta}$ is no longer consistent for the true parameter value. Another consequence is the change in asymptotic variance $V_\eta$. Applying the lemmas resulting from true model assumption to (2) gives

$$V_\eta^{\text{TMA}} = \begin{pmatrix}
V_{\alpha}^{\text{TMA}} & V_{\alpha,\theta}^{\text{TMA}} \\
V_{\alpha,\theta}^{\text{TMA}} & V_\theta^{\text{TMA}}
\end{pmatrix}^T = \begin{pmatrix} I & 0 \\
0 & I \end{pmatrix} \begin{pmatrix} K_\alpha^{\text{TMA}} & 0 \\
0 & I \end{pmatrix} \begin{pmatrix} I & -I_\alpha^{-1} I_{\alpha,\theta} \\
0 & I_\theta \end{pmatrix} \begin{pmatrix} I & 0 \\
0 & I_\theta^{-1} \end{pmatrix},$$  \hspace{1cm} (3)
where

\[
\begin{align*}
V^\text{TMA}_T &= I^{-1}_T K^\text{TMA}_T I^{-1}_T \\
V^\text{TMA}_\theta &= I^{-1}_\theta + I^{-1}_T I^T I^{-1}_\theta K^\text{TMA}_\theta I^{-1}_T I^{-1}_\theta \\
V^\text{TMA}_{\alpha,\theta} &= -I^{-1}_\alpha K^\text{TMA}_\alpha I^{-1}_\theta.
\end{align*}
\]

In Section 5 we illustrate the difference between (2) and (3) in practice by using simulated data. In Section 6, we illustrate the same difference by using real-life data.

4 Inference

Having established limiting normality of the two-stage ML estimator \(\tilde{\eta}\) in Proposition 1, we can derive limiting normality also for smooth parameter functions \(\tilde{\mu} = \mu(\tilde{\eta})\), via the delta method. To use such results in practice we need consistent estimators of all variances.

The general formula for the variance matrix of the limiting distribution of \(\tilde{\eta}\) has the form

\[
V_{\eta} = I^{-1}_T L K I^{-1}_T.
\]

These components are population quantities, defined as means and variance matrices of random variables. Consistent estimators for these components emerge generally speaking by using plug-in sample averages \(\bar{h}_n = (1/n) \sum_{i=1}^n h(y_i, \tilde{\eta})\) for estimating a required \(h_0 = E_G h(y, \eta_0)\). For regularity conditions that secure convergence in probability of such \(\bar{h}_n\) to \(h_0\), see Jullum & Hjort (2017). This general recipe leads to consistent estimators of \(I^{-1}_T L K I^{-1}_T\) above, and hence of \(\tilde{V}_{\eta} = \tilde{I}^{-1}_T \tilde{L} \tilde{K} \tilde{I}^{-1}_T\).

Consider now such a focus parameter \(\mu = \mu(\eta) = \mu(\alpha, \theta)\), a parameter of primary interest, a smooth function of the model parameters. In addition to the ML estimator \(\hat{\mu} = \mu(\hat{\alpha}, \hat{\theta})\), we may define the associated two-stage ML estimator \(\tilde{\mu} = \mu(\tilde{\alpha}, \tilde{\theta})\), for which the delta method yields

\[
\sqrt{n}(\tilde{\mu} - \mu_0) \xrightarrow{d} N(0, \tau^2),
\]

with \(\tau^2 = c^T V_{\eta} c\), and \(c = \partial \mu(\eta_0) / \partial \eta\). Then \(\tilde{\tau}^2 = \tilde{c}^T \tilde{V}_{\eta} \tilde{c}\) is consistent for \(\tau^2\), with \(\tilde{c} = \partial \mu(\tilde{\eta}) / \tilde{\eta}\). This leads to confidence intervals, for any parameter of interest, as with

\[
\tilde{\mu} \pm 1.96 \tilde{\tau} / \sqrt{n}
\]

for the approximate 95% interval. There are different versions of (5), corresponding to different ways of applying the variance matrix formula \(V_{\eta}\) above. One may use components for \(\tilde{V}_{\eta}\) in a model-robust fashion, or the version where the parametric model assumption is trusted, leading to say \(\tilde{V}^\text{TMA}_{\eta}\) and to consequent \(\tilde{\tau}^\text{TMA}\). Also, results similar to and in fact more familiar than those of (4) and (5) are easy to write down and use for the full ML estimation method, leading to \(\hat{\mu} \pm 1.96 \hat{\tau} / \sqrt{n}\) etc.

We note that full confidence distributions can be computed and displayed, to supplement the two-stage ML based point estimate \(\tilde{\mu}\) and estimated standard deviation \(\tilde{\tau} / \sqrt{n}\). These are random curves \(cc(\mu)\), one such for each focus parameter, constructed post data, with the property that \(P\{cc(\mu) \leq \alpha\}\) is equal to or
approximately equal to $\alpha$, for all confidence levels $\alpha$. In addition to the easy to use first-order large-sample confidence curve
\[ cc(\mu) = \Phi(\sqrt{n}(\mu - \bar{\mu})/\bar{\tau}), \]
somewhat more elaborate and better approximations may be constructed via methods of Schweder & Hjort (2016, Chapters 3, 4), involving generalisations of the Wilks type theorems. In Section 6 such confidence curves are computed and displayed for relevant parameters pertaining to Norwegian precipitation data.

Our methodology lends itself nicely also to hypothesis testing. If $\mu = \mu(\alpha, \theta)$ is a parameter where a certain null value $\mu_0$ is of interest, then we may test $H_0: \mu = \mu_0$ via inspection of the associated confidence interval, or via some fully or nearly equivalent route. This in particular applies for testing independence in the model structure, for the full $d$-dimensional vector or for a subset, if this corresponds to a null value for the $\theta$ parameter.

We may also use the developed machinery to test whether aspects of two or more sets of data are identical or different. If one has data from two groups thought to be not very different, say A and B, one may fit the same copula model to both, yielding parameter estimates with precision for $\eta_A = (\alpha_A, \theta_A)$ and $\eta_B = (\alpha_B, \theta_B)$. With variance estimation etc. as developed above, one may then test the hypothesis $\theta_A = \theta_B$. Specifically, with sample sizes $n_A$ and $n_B$, we would have
\[ \tilde{\theta}_A - \tilde{\theta}_B \approx_d N(\theta_A - \theta_B, W), \]
say, with $W = \Sigma_A/n_A + \Sigma_B/n_B$. Here $\Sigma_A$ and $\Sigma_B$ are the variance matrices appearing in the limit distributions for $n_A^{1/2}(\tilde{\theta}_A - \theta_A)$ and $n_B^{1/2}(\tilde{\theta}_B - \theta_B)$. The test statistic
\[ Z = (\tilde{\theta}_A - \tilde{\theta}_B)^T \tilde{W}^{-1} (\tilde{\theta}_A - \tilde{\theta}_B), \]
with $\tilde{W}$ involving consistent estimators for $\Sigma_A$ and $\Sigma_B$, would then follow an approximate $\chi^2_q$ null distribution, with $q$ the dimension of $\theta$.

5 Simulation study

To study the impact of the true model assumption for two-stage ML estimation, we have performed a set of simulations. Each simulation is based on 100 randomly generated datasets of $n = 1000$ observations. Table 1 and Table 2 contain descriptions of the models that were used to generate the data and the models that were used to fit the generated data. For both simulations, model 1 represents the situation where the copula is correctly specified, but margins are misspecified. Model 2 represents the situation where only the copula is misspecified. Model 3 has both misspecified copula and misspecified margins. Model 4 has correctly specified copula and margins. The misspecified margins and copula are chosen in a way such that they are close to the true margins and copula. This is to mimic a realistic model misspecification situation. However, in simulation 2, we chose Frank copula to illustrate the situation where the degree of misspecification is high.

Tables 3 and 4 give the results of these simulations. For each model, ML and two-stage ML estimation were performed both assuming and not assuming that the model is the true model that generated data. The column ‘True model assumption’ indicates the presence of this assumption. Dropping the true model
assumption leads to the model robust asymptotic variance formulae. For the ML estimator, this is the so-called ‘sandwich estimator’. For a copula model, this estimator can be obtained straightforwardly by applying classical theory covered in Hardin (2003) and Claeskens & Hjort (2008). When we make the true model assumption, the sandwich estimator simplifies to the inverse of the Fisher information. For two-stage ML estimators, dropping the true model assumption yields (2) as asymptotic variance, and assuming the true model, this simplifies into (3).

Below, $\hat{\theta}$ and $\tilde{\theta}$ indicate the ML and the two-stage ML estimate of the copula parameter, respectively. Also, $\sqrt{n}\text{SE}(\hat{\theta})$ is the square root of estimated asymptotic variance of $\hat{\theta}$. It is estimated by choosing the relevant formula, depending on the presence of true model assumption, and, in general terms, replacing $E_G h(y, \eta_0)$ by $(1/n) \sum_{i=1}^{n} h(y_i, \tilde{\eta})$; see the discussion in Section 4.

Next, let $b_{0.8}$ indicate the vector containing 0.8-quantile values of each fitted marginal distribution. With $P(b_{0.8} < y)$ we mean the joint probability that each marginal variable has larger value than the corresponding 0.8-quantile value. The $\hat{P}(b_{0.8} < y)$ and $\tilde{P}(b_{0.8} < y)$ indicate ML and two-stage ML estimates of this joint probability, respectively. Also, $\sqrt{n}\text{SE}(\hat{P}(b_{0.8} < y))$ is the square root of the estimated asymptotic variance of $\hat{P}(b_{0.8} < y)$, and $\sqrt{n}\text{SE}(\tilde{P}(b_{0.8} < y))$ is the two-stage ML estimator analogue. These asymptotic variances are obtained by writing $P(b_{0.8} < y)$ as a function of $\eta$ and applying the delta method.

When estimating the above mentioned quantities, the main computational bottleneck is estimating the $K$ matrices. For instance, the matrix $I_{\theta} = -\int g \frac{\partial^2 \log c(F_1(y_1, \alpha_{0,1}), \cdots, F_d(y_d, \alpha_{0,d}), \theta)}{\partial \theta \partial \theta^T} \, dy$ is estimated by

$$\tilde{I}_{\theta} = -\frac{1}{n} \sum_{i=1}^{n} \frac{\partial^2 \log c(F_1(y_i, \tilde{\alpha}_1), \cdots, F_d(y_i,d, \tilde{\alpha}_d), \tilde{\theta})}{\partial \theta \partial \theta^T}.$$ 

When calculating this matrix, a for-loop can be avoided by swapping the order of summation and differentiation. When computing

$$\tilde{K}_{\theta} = \frac{1}{n} \sum_{i=1}^{n} U_{\theta}(y_i, \tilde{\alpha}, \tilde{\theta}) U_{\theta}(y_i, \tilde{\alpha}, \tilde{\theta})^T,$$

however, the same trick can not be used and we are forced to use a time-consuming for-loop.

The results from model 4 in both simulations show that when both the copula and margins are correctly specified, the presence of the true model assumption makes virtually no difference. This confirms the finding from Section 3 that when the model is correctly specified, the model robust variance formula (2) and the non-robust version (3) become identical. Further, for the ML estimation part, it affirms the classical finding that the ‘sandwich estimator’ becomes the inverse of the Fisher information when the model is correctly specified.

From the results for model 1 to model 3, we see that assuming the true model (i.e. using (3) instead of (2)) often results in the decrease of the asymptotic variance. This seems logical because assuming the true model entails ignoring the model uncertainty and thus lower variance. In other words, ignoring the model uncertainty leads to over-confident confidence intervals. The degree of over-confidence will be bigger when sample size is small, because the asymptotic variance is divided by the sample size when a confidence interval is computed. This also implies that when a hypothesis testing is carried out on the copula parameter or on
a function that takes the copula parameter as input, the choice between model robust and model non-robust variance formula can lead to different outcomes of the test.

Although the true model assumption often results in smaller variance of the copula parameter, there are cases that this does not hold. e.g. the model with precipitation data in Section 6. This is in line with the fact that we could not find any analytical evidence for the inequality $V_\theta^{TMA} < V_\theta$. In addition, the true model assumption changes the interpretation of $\tilde{\theta}$ from ‘estimate of the least false parameter value’ to ‘estimate of the true value that generated the data’.

Joe (2005) carried out an extensive study on the asymptotic efficiency for two-stage ML estimators and concluded that two-stage estimation is highly efficient in most cases. By comparing the results from ML and two-stage ML estimation, we can largely confirm that this is also the case when the model robust variance formula is used (particularly when sample size $n$ is large, as the two variance matrix estimators involved are estimating the same quantity).

Another notable result regarding efficiency is that the Hájek–Le Cam convolution theorem, and related theorems on the optimality of ML estimation, do not apply when the model is wrongly specified. The Hájek–Le Cam convolution theorem (Hájek, 1970), combined with the Cramér–Rao lower bound (Cramér, 2016) theory, states that no asymptotically unbiased and normal competing estimator can have a smaller limiting variance matrix than that of the full ML estimator. Models 2 and 3 in both the two- and five-dimensional cases have a relatively large degree of model misspecification (model 2 has misspecified margins and model 3 has misspecified margins and copula). For these models, it frequently happens that the asymptotic variance of the two-stage ML estimator is smaller than that of the full ML estimator. This occurs both when the model-robust and model non-robust variance formulae are used. The largest difference occurs for model 3 from simulation 2 where the degree of model misspecification is high (the copula and all five margins are misspecified).

When it comes to the asymptotic variance of the upper tail probability $P(b_{0.8} < y)$, we observe often that the true model assumption decreases the asymptotic variance. Yet, in some cases, we observe that the true model assumption increases the asymptotic variance. We suspect that this is due to the fact that the whole $\eta$ including its non-diagonal elements are used through the delta method formula to compute $V_P(b_{0.8} < y)$. To check whether this also happens in non-copula models, we simulated a large number of univariate data and fitted well-known distributions and computed upper tail probability from them. We could observe that the true model assumption can increase the limiting variance of the upper tail probability while the limiting variance of parameters decreases.

Further, we notice that the difference between $\hat{\theta}$ and $\tilde{\theta}$ gets larger as dimension increases and as the degree of misspecification increases. This is in line with the earlier result from Kim et al. (2007) where they discovered that two-stage ML estimation is highly non-robust against misspecification of the margins.
Table 1: Description of the models used in simulation 1.

<table>
<thead>
<tr>
<th>Data generating model</th>
<th>Copula</th>
<th>Margin 1</th>
<th>Margin 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td>Gaussian</td>
<td>Weibull</td>
<td>gamma</td>
</tr>
<tr>
<td></td>
<td>$\theta = 0.3$</td>
<td>$\alpha_1 = (1.5, 4)^T$</td>
<td>$\alpha_2 = (2, 1)^T$</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td>Frank</td>
<td>Weibull</td>
<td>gamma</td>
</tr>
<tr>
<td><strong>Model 3</strong></td>
<td>Frank</td>
<td>log-normal</td>
<td>log-normal</td>
</tr>
<tr>
<td><strong>Model 4</strong></td>
<td>Gaussian</td>
<td>Weibull</td>
<td>gamma</td>
</tr>
</tbody>
</table>

Table 2: Description of the models used in simulation 2.

<table>
<thead>
<tr>
<th>Data generating model</th>
<th>Copula</th>
<th>Margin 1</th>
<th>Margin 2</th>
<th>Margin 3</th>
<th>Margin 4</th>
<th>Margin 5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td>Gumbel</td>
<td>Weibull</td>
<td>Weibull</td>
<td>gamma</td>
<td>gamma</td>
<td>gamma</td>
</tr>
<tr>
<td></td>
<td>$\theta = 3$</td>
<td>$\alpha_1 = (1.5, 4)^T$</td>
<td>$\alpha_2 = (2, 3)^T$</td>
<td>$\alpha_3 = (2, 1)^T$</td>
<td>$\alpha_4 = (3, 1)^T$</td>
<td>$\alpha_5 = (4, 2)^T$</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td>Frank</td>
<td>Weibull</td>
<td>log-normal</td>
<td>log-normal</td>
<td>log-normal</td>
<td>log-normal</td>
</tr>
<tr>
<td><strong>Model 3</strong></td>
<td>Frank</td>
<td>log-normal</td>
<td>log-normal</td>
<td>log-normal</td>
<td>log-normal</td>
<td>log-normal</td>
</tr>
<tr>
<td><strong>Model 4</strong></td>
<td>Gumbel</td>
<td>Weibull</td>
<td>Weibull</td>
<td>gamma</td>
<td>gamma</td>
<td>gamma</td>
</tr>
</tbody>
</table>
Table 3: Result from simulation 1. \( \sqrt{n} \text{SE}(\hat{\theta}) \) is the square root of estimated asymptotic variance of \( \hat{\theta} \). \( \sqrt{n} \text{SE}(\hat{\tilde{P}(b_{0.8} < y)}) \) is the two-stage ML estimator analogue. \( \hat{\tilde{P}(b_{0.8} < y)} \) indicates the joint probability that each marginal variable has larger value than its 0.8-quantile value, defined by each marginal model. Next, \( \sqrt{n} \text{SE}(\tilde{P}(b_{0.8} < y)) \) is the square root of the estimated asymptotic variance of \( \tilde{P}(b_{0.8} < y) \). \( \sqrt{n} \text{SE}(\tilde{P}(b_{0.8} < y)) \) is the two-stage ML estimation analogue. The ‘true model assumption’ indicates whether it is assumed that the model is the true model that generated data. If ‘True model assumption = No’, the model robust variance formulae were used. When ‘True model assumption = Yes’, the model non-robust variance formulae were used.

Simulation 1

<table>
<thead>
<tr>
<th>True model assumption</th>
<th>( \hat{\theta} ) (95% CI)</th>
<th>( \sqrt{n} \text{SE}(\hat{\theta}) )</th>
<th>( \hat{\tilde{P}(b_{0.8} &lt; y)} ) (95% CI)</th>
<th>( \sqrt{n} \text{SE}(\tilde{P}(b_{0.8} &lt; y)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>0.2884 (0.2296, 0.3472)</td>
<td>0.9497</td>
<td>0.0651 (0.0558, 0.0744)</td>
<td>0.1503</td>
</tr>
<tr>
<td>Yes</td>
<td>1.7975 (1.4055, 2.1894)</td>
<td>6.3265</td>
<td>0.0644 (0.0532, 0.0755)</td>
<td>0.1803</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>0.2992 (0.2429, 0.3554)</td>
<td>0.9079</td>
<td>0.0661 (0.0554, 0.0768)</td>
<td>0.1729</td>
</tr>
<tr>
<td>Yes</td>
<td>1.9375 (1.5077, 2.3672)</td>
<td>6.9414</td>
<td>0.0663 (0.0564, 0.0762)</td>
<td>0.1594</td>
</tr>
<tr>
<td><strong>Model 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>0.2992 (0.2429, 0.3554)</td>
<td>0.9083</td>
<td>0.0661 (0.0554, 0.0768)</td>
<td>0.1723</td>
</tr>
<tr>
<td>Yes</td>
<td>1.9240 (1.4993, 2.3486)</td>
<td>6.8569</td>
<td>0.0661 (0.0560, 0.0762)</td>
<td>0.1634</td>
</tr>
<tr>
<td><strong>Model 4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>0.2992 (0.2429, 0.3554)</td>
<td>0.9081</td>
<td>0.0661 (0.0554, 0.0768)</td>
<td>0.1729</td>
</tr>
<tr>
<td>Yes</td>
<td>1.9240 (1.4993, 2.3486)</td>
<td>6.8569</td>
<td>0.0661 (0.0560, 0.0762)</td>
<td>0.1634</td>
</tr>
</tbody>
</table>
Table 4: Result of simulation 2. For the description of column labels, see the caption of Table 3.

<table>
<thead>
<tr>
<th>Simulation 2</th>
<th>MLE</th>
<th>Two-stage MLE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>True model assumption</strong></td>
<td>$\hat{\theta}$</td>
<td>(95% CI)</td>
</tr>
<tr>
<td>Model 1 No</td>
<td>2.7555 (2.6324, 2.8786)</td>
<td>1.9929</td>
</tr>
<tr>
<td>Yes</td>
<td>(2.6447, 2.8664)</td>
<td>1.7892 (0.1069, 0.1341)</td>
</tr>
<tr>
<td>Model 2 No</td>
<td>11.4996 (10.5764, 12.4228)</td>
<td>15.0082</td>
</tr>
<tr>
<td>Yes</td>
<td>(10.9296, 12.0696)</td>
<td>9.2117 (0.0966, 0.1409)</td>
</tr>
<tr>
<td>Model 3 No</td>
<td>14.7851 (13.6473, 15.9229)</td>
<td>18.3947</td>
</tr>
<tr>
<td>Yes</td>
<td>(14.0435, 15.5267)</td>
<td>11.9683 (0.0966, 0.1409)</td>
</tr>
<tr>
<td>Model 4 No</td>
<td>2.9905 (2.8601, 3.1210)</td>
<td>2.1059</td>
</tr>
<tr>
<td>Yes</td>
<td>(2.8598, 3.1213)</td>
<td>2.1103 (0.1121, 0.141)</td>
</tr>
</tbody>
</table>

6 Precipitation data

The precipitation data consist of daily measurements of precipitation in mm at five different meteorological stations in Norway (Vestby, Ski, Lørenskog, Nannestad and Hurdal) from Jan 1 1990 to Dec 31 2006. These data were provided by the Norwegian Meteorological Institute and used previously in Aas & Berg (2009) (with one station less) and Hobæk Haff (2013). Following the example of two previous papers that used these data, we modeled only positive precipitation by removing all observations for which at least one of the stations has recorded zero precipitation, resulting in 5536 observations. The main advantage of this is that we remove time dependence.

To choose an adequate model, we first fitted a set of well-known distributions for each margins by using ML estimation and evaluated them by AIC. After the marginal distributions were chosen, we performed probability integral transformation for each margin and fitted a set of well-known copulae by using ML estimation and evaluated these by AIC. The best model obtained in this fashion is described in Table 5. The choice of the Gumbel copula corresponds well with the fact that there are indications of strong upper, but not lower, tail dependence. This is visible in Figure 3, which contains simulated scatter plots between the first 2 variables of 5-dimensional Gumbel copula. Since the Gumbel copula is a member of the Archimedean
copula family, the scatter plots between other possible combinations among five variables will be virtually the same as the one between variable 1 and variable 2. They are therefore not displayed.

Figure 1 shows that the marginal distributions of the fitted model are highly non-normal and can differ between meteorological stations.

Table 6 shows the result from the model described in Table 5. With ML estimation, ignoring model uncertainty gives smaller values of the asymptotic variances. However, with two-stage ML estimators, this is not the case. This phenomenon was discussed earlier in Section 5.

Furthermore, we observe that the asymptotic variance of the two-stage ML estimator is smaller than that of the ML estimator. As already discussed in Section 5, this happens when the degree of misspecification is high and consequently the Hájek-Le Cam convolution theorem is not applicable. In our case, we used the five-dimensional Gumbel copula, which is a member of the Archimedean copula family, to model the precipitation in five locations. The advantage of the Archimedean family copulae is that we can model high-dimensional dependency by using only one parameter. The disadvantage is that the dependency structure and strength is the same between all different pairs of variables. The dependency relationship between \( u_1 \) and \( u_2 \), for example, is the same as the dependency relationship between \( u_3 \) and \( u_5 \), in such models. Here \( u_j = F_j(y_j), \) for \( j = 1, \ldots, 5, \) and these are uniform. The pairwise pseudo-observations plot (Figure 3) in Supplement B of Hobæk Haff (2013), however, shows that the pairwise dependencies among the stations are not the same.

This rigidness of Archimedean copulae is causing a misspecification, and therefore we see that the asymptotic variance of two-stage ML estimators is smaller than that of the full ML. Aas & Berg (2009) suggest pair-copula constructions as a method to overcome this limitation.

Figure 2 visualises Table 6 by using confidence curves, see Section 4. For details about confidence curves, see Schweder & Hjort (2016). In Figure 2, the confidence intervals from the model non-robust formula (dashed curves) and the confidence intervals from the model robust formula (non-dashed lines) are quite close to each other. This is partly due to the fact that the sample size (\( n = 5536 \)) is relatively big and thus scales down the asymptotic variance when a confidence interval is computed. For datasets with smaller number of observations, the choice of model (non-)robust formula will make a bigger difference.

The joint upper tail probability \( P(b_{0.8} < y) \) can be interpreted as the probability that, given that there is precipitation in all 5 locations, there is precipitation higher than the 0.8-quantile values in all 5 locations within the same day.

<table>
<thead>
<tr>
<th>Copula</th>
<th>Margin 1</th>
<th>Margin 2</th>
<th>Margin 3</th>
<th>Margin 4</th>
<th>Margin 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>Gumbel</td>
<td>gamma</td>
<td>gamma</td>
<td>log-normal</td>
<td>gamma</td>
</tr>
<tr>
<td>(Vestby)</td>
<td>(Ski)</td>
<td>(Lørenskog)</td>
<td>(Nannestad)</td>
<td>(Hurdal)</td>
<td>(Hurdal)</td>
</tr>
</tbody>
</table>
Figure 1: Density plot of fitted marginal distributions of precipitation data.

Table 6: Result from the model described in Table 5 fitted with the precipitation data. For the description of column labels, see the caption of Table 4.

<table>
<thead>
<tr>
<th>True model assumption</th>
<th>( \hat{\theta} ) ( (95% , \text{CI}) )</th>
<th>( \sqrt{\pi , \text{SE}(\hat{\theta})} )</th>
<th>( \hat{P}(b_{0.8} &lt; y) ) ( (95% , \text{CI}) )</th>
<th>( \sqrt{\pi , \text{SE}(\hat{P}(b_{0.8} &lt; y))} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>2.3511 (2.2985, 2.4037)</td>
<td>1.9958</td>
<td>0.1075 (0.1010, 0.1140)</td>
<td>0.2460</td>
</tr>
<tr>
<td>Yes</td>
<td>2.3038, 2.3984</td>
<td>1.7960</td>
<td>0.1135</td>
<td>0.2256</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>True model assumption</th>
<th>( \tilde{\theta} ) ( (95% , \text{CI}) )</th>
<th>( \sqrt{\pi , \text{SE}(\tilde{\theta})} )</th>
<th>( \tilde{P}(b_{0.8} &lt; y) ) ( (95% , \text{CI}) )</th>
<th>( \sqrt{\pi , \text{SE}(\tilde{P}(b_{0.8} &lt; y))} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>2.1959 (2.1544, 2.2375)</td>
<td>1.5779</td>
<td>0.1013 (0.0959, 0.1068)</td>
<td>0.2071</td>
</tr>
<tr>
<td>Yes</td>
<td>2.1513, 2.2406</td>
<td>1.6958</td>
<td>0.1073</td>
<td>0.2252</td>
</tr>
</tbody>
</table>
Figure 2: Confidence curves of $\theta$ and $P(b_{0.8} < y)$. Blue curves are from the model fitted with ML and black curves are from the model fitted with two-stage ML. Dashed curves correspond to the true model assumption. The dashed horizontal lines indicate 95% confidence.
Figure 3: Scatter plots between the first 2 variables of 5-dimensional Gumbel copula. The plots are generated by simulating from the fitted models with precipitation data. The left side is fitted with ML and the right side fitted with two-stage ML. The areas in the upper corners indicated by the red dashed lines are the regions where both variables have higher values than their 0.8-quantiles.

7 Conclusions and further research

In our paper we have reached precise results for the behaviour of two-stage ML estimators for parametric copula models, both under and outside model conditions. This has then led to a full and flexible machinery for inference, including confidence intervals and curves for focus parameters, testing hypotheses, etc. Here we offer some concluding remarks, some pointing to further research.

Assuming that the parametric model holds leads to a set of simplifications in our apparatus. For instance, the model robust asymptotic variance (2) simplifies to the model non-robust asymptotic variance formula (3), which is essentially the same as the asymptotic variance formula from Joe (2005). The difference is that we choose to use the inverse of the Fisher information matrix instead of the covariance of score vectors, with consequences for how this matrix is estimated from data. We believe that this is more concordant with the current practice of ML theory. Although these two definitions of asymptotic variances are theoretically the same under the true model assumption, the practical difference between them can be non-negligible when a real-life dataset is used. A further study on the impact of making one vs. the other choice for estimating the population Fisher information matrix, either in the usual fashion based on the Hessian matrix at the ML position, or using the variance matrix for the score vectors, would be useful not only for the copula community, but more generally for statisticians applying ML theory in other contexts.

Our simulation study shows that assuming true model (i.e. using the model non-robust variance formula) in general leads to a smaller asymptotic variance for the copula parameter estimate. So, ignoring the model
uncertainty often leads to an overconfident confidence interval. The degree of overconfidence will get smaller as sample size increases because the asymptotic standard deviation is divided by $\sqrt{n}$ when computing a confidence interval. When carrying out hypothesis testing for the copula parameter, or on a function that takes the copula parameter as an input, the choice of model-robust variance formula or not can therefore lead to different decisions.

Joe (2005) compares asymptotic relative efficiency (ARE) of the two-stage ML estimator with that of full ML and concludes that two-stage ML method typically has good ARE. We could observe that the two-stage ML estimator is still highly efficient when the true model assumption is dropped and the model robust asymptotic variance formulae are used.

When models are highly misspecified, however, we see that the asymptotic variance of two-stage ML estimators can be smaller than that of the ML estimator. This happens both when the model-robust and model non-robust variance formulae are used. This effect increases as the degree of model misspecification and dimension increases. This relates to the fact that the Hájek–Le Cam convolution theorem, along with theorems of a similar nature for the optimality of ML estimation for parametric models, do not apply when the models are misspecified.

When a fitted copula model is used to compute joint upper tail probability, we observe sometimes that the true model assumption does not decrease the asymptotic variance of this joint probability. A possible reason is that this asymptotic variance is computed with the delta method by using the whole variance matrix of $\eta$, including the covariances between copula and margin parameters. A further theoretical and numerical study on the property of variance transformation through the delta method would be fruitful, especially considering the fact that this also happens in various other types of models.

The authors of this study are currently developing model selection criteria for two-stage ML estimators that utilise the model robust large-sample distribution from Section 3 of this article. These model selection criteria will complement earlier model selection methodology efforts, such as the Copula Information Criterion (CIC) developed by Grønneberg & Hjort (2014). One particular goal of these extended efforts will be to aid model building and selection for pair-copula constructions (Aas & Berg, 2009; Aas et al., 2009).

The methodology for two-stage ML estimation for copula models, inside and outside model conditions, has been developed in this paper primarily aiming for the case of i.i.d. sequences of vector observations. Importantly, in the presence of relevant covariate information, the large-sample results and ensuing inference methods can be extended to various classes of conditional copula regression models, with the required extra efforts. This will then lead to further estimation and inference tools for models worked in e.g. Acar et al. (2013); Veraverbeke et al. (2011). The covariates may influence the margins, the copula mechanism, or both. As one such example, we might fit the Norwegian precipitation data of Section 6 using the Gumbel copula, but now with

$$\theta_i = \theta \exp\{\gamma_1(x_i - 1990) + \gamma_2(x_i - 1990)^2\} \quad \text{for } i = 1, \ldots, n,$$

where $x_i$ is the calendar year for observation $i$. This leads to estimates and confidence curves for $\gamma_1, \gamma_2$ and related parameters, via the two-stage construction

$$\ell_c(\tilde{\alpha}, \theta, \gamma) = \sum_{i=1}^{n} \log c(F_{1}(y_{i,1}, \tilde{\alpha}_1), \ldots, F_{d}(y_{i,d}, \tilde{\alpha}_d), \theta_i),$$
and allows one the opportunity to assess any changes of the copula mechanism over time.
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\section*{A Appendix}

\subsection*{A.1 Proof of Lemma 1}

\textit{Proof.} From Van der Vaart (2000, Theorems 5.41 and 5.42), we have

$$\tilde{\alpha}_j - \alpha_{0,j} = I_{\alpha_j}^{-1} \frac{1}{n} \sum_{i=1}^{n} U_{\alpha_j}(y_{i,j}, \alpha_{0,j}) + o_p(n^{-1/2})$$

for all $j = 1, \ldots, d$. Applying the multivariate central limit theorem along with the Slutsky theorem gives

$$\sqrt{n} \begin{pmatrix} \tilde{\alpha}_1 - \alpha_{0,1} \\ \vdots \\ \tilde{\alpha}_d - \alpha_{0,d} \end{pmatrix} \xrightarrow{d} \sqrt{n} \begin{pmatrix} I_{\alpha_1}^{-1} \frac{1}{n} \sum_{i=1}^{n} U_{\alpha_1}(y_{i,1}, \alpha_{0,1}) + o_p(n^{-1/2}) \\ \vdots \\ I_{\alpha_d}^{-1} \frac{1}{n} \sum_{i=1}^{n} U_{\alpha_d}(y_{i,d}, \alpha_{0,d}) + o_p(n^{-1/2}) \end{pmatrix} \sim \mathcal{N} \left( 0, \begin{pmatrix} I_{\alpha_1}^{-1} & 0 & \cdots & 0 \\ 0 & I_{\alpha_2}^{-1} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & I_{\alpha_d}^{-1} \end{pmatrix} \right) \begin{pmatrix} K_{\alpha_1} & K_{\alpha_1,\alpha_2} & \cdots & K_{\alpha_1,\alpha_d} \\ K_{\alpha_2,\alpha_1} & K_{\alpha_2} & \cdots & K_{\alpha_2,\alpha_d} \\ \vdots & \vdots & \ddots & \vdots \\ K_{\alpha_d,\alpha_1} & K_{\alpha_d,\alpha_2} & \cdots & K_{\alpha_d} \end{pmatrix} \begin{pmatrix} I_{\alpha_1}^{-1} \\ 0 \\ \vdots \\ 0 \end{pmatrix} \right).$$

Or, by using more compact notation,

$$\sqrt{n} (\tilde{\alpha} - \alpha_0) = \sqrt{n} I_{\alpha}^{-1} U_{n,\alpha}(\alpha_0) + o_p(1) \xrightarrow{d} I_{\alpha}^{-1} \Lambda_{\alpha} \sim \mathcal{N} \left( 0, I_{\alpha}^{-1} K_{\alpha} I_{\alpha}^{-1} \right).$$

\hfill \Box

\subsection*{A.2 Proof of Lemma 2}

\textit{Proof.} For the estimator $\tilde{\alpha}$ from stage 1, we have $\tilde{\alpha} \xrightarrow{p} \alpha_0$. The Taylor series expansion of $M_n(\tilde{\alpha}, \theta)$ around $\alpha_0$, with $\theta$ fixed as an arbitrary constant such that $\theta \in \Theta$, gives

$$M_n(\tilde{\alpha}, \theta) = M_n(\alpha_0, \theta) + \frac{\partial M_n(\alpha_0, \theta)}{\partial \alpha} (\tilde{\alpha} - \alpha_0) + o_p(n^{-1/2}).$$
Since \( \tilde{\alpha} \xrightarrow{p} \alpha_0 \), we have, for every \( \varepsilon > 0 \) and all \( \theta \in \Theta \), that
\[
|M_n(\tilde{\alpha}, \theta) - M_n(\alpha_0, \theta)| < \varepsilon. \tag{6}
\]
Le Cam’s uniform convergence theorem (Ferguson (1996, Theorem 16(a))) gives directly:
\[
\Pr \left\{ \lim_{n \to \infty} \sup_{\theta \in \Theta} |M_n(\alpha_0, \theta) - M(\alpha_0, \theta)| = 0 \right\} = 1 \tag{7}
\]
By combining (6) and (7), we have
\[
\sup_{\theta \in \Theta} |M_n(\tilde{\alpha}, \theta) - M(\alpha_0, \theta)| \xrightarrow{p} 0. \tag{8}
\]
In other words, \( M_n(\tilde{\alpha}, \theta) \) converges uniformly to \( M(\alpha_0, \theta) \).

Now, we mimic the proof of Theorem 5.7 in Van der Vaart (2000). Consider the estimator \( \tilde{\theta}_n \) that nearly maximises \( M_n(\tilde{\alpha}, \theta) \) and satisfies
\[
M_n(\tilde{\alpha}, \tilde{\theta}_n) \geq \sup_{\theta} M_n(\tilde{\alpha}, \theta) - o_p(1). \]
Then we have certainly \( M_n(\tilde{\alpha}, \tilde{\theta}_n) \geq M_n(\tilde{\alpha}, \theta_0) - o_p(1) \). By adding \(-M(\alpha_0, \tilde{\theta}_n) + o_p(1)\) on both sides, we get
\[
M_n(\tilde{\alpha}, \theta_0) - M(\alpha_0, \tilde{\theta}_n) \leq M_n(\tilde{\alpha}, \tilde{\theta}_n) - M(\alpha_0, \tilde{\theta}_n) + o_p(1)
\leq \sup_{\theta} |M_n(\tilde{\alpha}, \theta) - M(\alpha_0, \theta)| + o_p(1) \xrightarrow{p} 0
\]
by (8).
Because of the assumption that is made in the beginning of the lemma, for every \( \varepsilon > 0 \), there exists \( \eta > 0 \) such that \( M(\alpha_0, \theta) < M(\alpha_0, \theta_0) - \eta \) for every \( \theta \) satisfying \( d(\theta, \theta_0) \geq \varepsilon \). This implies that the event \( \{d(\theta, \theta_0) \geq \varepsilon\} \) is contained in the event \( \{M(\alpha_0, \theta) < M(\alpha_0, \theta_0) - \eta\} \). The probability of the latter event converges to 0. Thus, \( d(\tilde{\theta}_n, \theta_0) \xrightarrow{p} 0 \).

### A.3 Proof of Proposition 1

**Proof.**

**Lemma 6.** Let \( \tilde{\theta} \) be the two-stage ML estimator of \( \theta \) and \( \theta_0 \) be the least false value of this parameter. Then we have
\[
\tilde{\theta} - \theta_0 = \mathcal{I}_\theta^{-1} \frac{1}{n} \sum_{i=1}^{n} U_{\theta}(y_i, \tilde{\alpha}, \theta_0) + o_p(n^{-1/2}).
\]

**Proof.** The Taylor series expansion of \( U_{n, \theta}(\tilde{\alpha}, \tilde{\theta}) \) around \( \theta_0 \) yields
\[
0 = U_{n, \theta}(\tilde{\alpha}, \tilde{\theta}) = U_{n, \theta}(\tilde{\alpha}, \theta_0) + H_{n, \theta}(\tilde{\alpha}, \theta_0)(\tilde{\theta} - \theta_0) + o_p(n^{-1/2}),
\]
which gives

\[ \bar{\theta} - \theta_0 = -H_{n, \theta}(\bar{\alpha}, \theta_0)^{-1}U_{n, \theta}(\bar{\alpha}, \theta_0) + o_p(n^{-1/2}). \]  

(9)

From stage 1, \( \bar{\alpha} \) is a consistent estimator of \( \alpha_0 \), i.e. \( \bar{\alpha} \xrightarrow{p} \alpha_0 \). Since \( H_\theta(y, \alpha, \theta_0) \) is differentiable at \( \alpha_0 \) and there exists a Jacobian \( \dot{H}_\theta(y, \alpha, \theta_0) \), we can apply the multivariate delta method (Lehmann (2004, Theorem 3.7)) and obtain \( H_{n, \theta}(\bar{\alpha}, \theta_0) \xrightarrow{p} H_{n, \theta}(\alpha_0, \theta_0) \). Further, by the law of large numbers, we have

\[ -H_{n, \theta}(\alpha_0, \theta_0) \xrightarrow{p} -E_G[H_\theta(y, \alpha_0, \theta_0)] = I_{\theta}. \]

Thus, we have \( -H_{n, \theta}(\bar{\alpha}, \theta_0) \xrightarrow{p} I_{\theta} \) and (9) becomes

\[ \bar{\theta} - \theta_0 = I_{\theta}^{-1}U_{n, \theta}(\bar{\alpha}, \theta_0) + o_p(n^{-1/2}). \]

Lemma 7. We have

\[ \bar{\theta} - \theta_0 = I_{\theta}^{-1}\{U_{n, \theta}(\alpha_0, \theta_0) - I_{\alpha, \theta}^T(\bar{\alpha} - \alpha_0)\} + o_p(n^{-1/2}) \]

\[ = I_{\theta}^{-1}\{U_{n, \theta}(\alpha_0, \theta_0) - I_{\alpha, \theta}^T I_{\alpha}^{-1}U_{n, \alpha}(\alpha_0)\} + o_p(n^{-1/2}). \]

Proof. The Taylor series expansion of \( U_{n, \theta}(\bar{\alpha}, \theta_0) \) around \( \alpha_0 \) yields

\[ U_{n, \theta}(\bar{\alpha}, \theta_0) = U_{n, \theta}(\alpha_0, \theta_0) + \left( \frac{\partial U_{n, \theta}(\alpha_0, \theta_0)}{\partial \alpha_0} \right)^T(\bar{\alpha} - \alpha_0) + o_p(n^{-1/2}) \]

\[ = U_{n, \theta}(\alpha_0, \theta_0) + H_{n, \alpha, \theta}(\alpha_0, \theta_0)(\bar{\alpha} - \alpha_0) + o_p(n^{-1/2}) \]

\[ = U_{n, \theta}(\alpha_0, \theta_0) - I_{\alpha, \theta}^T(\bar{\alpha} - \alpha_0) + o_p(n^{-1/2}) \]

\[ = U_{n, \theta}(\alpha_0, \theta_0) - I_{\alpha, \theta}^T I_{\alpha}^{-1}U_{n, \alpha}(\alpha_0) + o_p(n^{-1/2}). \]

Plugging this result into Lemma 6 gives

\[ \bar{\theta} - \theta_0 = I_{\theta}^{-1}\{U_{n, \theta}(\alpha_0, \theta_0) - I_{\alpha, \theta}^T(\bar{\alpha} - \alpha_0)\} + o_p(n^{-1/2}) \]

\[ = I_{\theta}^{-1}\{U_{n, \theta}(\alpha_0, \theta_0) - I_{\alpha, \theta}^T I_{\alpha}^{-1}U_{n, \alpha}(\alpha_0)\} + o_p(n^{-1/2}). \]

Finally, we obtain Proposition 1 by combining the result from Lemma 7 with the result from Lemma 1 by
using Slutsky’s theorem:

\[
\sqrt{n} (\tilde{\eta} - \eta_0) = \sqrt{n} \left( \frac{\alpha - \alpha_0}{\theta - \theta_0} \right)
\]

\[
= \sqrt{n} \left( \mathcal{I}_{\alpha}^{-1} U_{n,\alpha}(\alpha_0) + o_p(n^{-1/2}) \right) \\
= \sqrt{n} \left( \mathcal{I}_{\alpha}^{-1} U_{n,\alpha}(\alpha_0) \right) + o_p(1)
\]

\[
\xrightarrow{d} \left( \begin{array}{c} \mathcal{I}_{\alpha}^{-1} 0 \\ 0 \mathcal{I}_{\theta}^{-1} \end{array} \right) \left( \begin{array}{c} \Lambda_\alpha \\ -\mathcal{I}_{\alpha,\theta}^{T} \mathcal{I}_{\alpha}^{-1} \Lambda_\alpha \end{array} \right)
\]

\[
= \mathcal{I}_{\eta}^{-1} \Lambda_\eta \sim N \left( 0, \mathcal{I}_{\eta}^{-1} L K_\eta L^T \mathcal{I}_{\eta}^{-1} \right).
\]

\[\square\]

### A.4 Proof of Lemma 3

**Proof.** We assume that margins and copula are correctly specified, i.e. \( f(\cdot, \eta_0) = g \), or simply \( g = f \) in concise notation. Then

\[
K_{\alpha,\theta} = \text{Cov}_G (U_{\alpha_1}(y_1, \alpha_{0,1}), U_\theta(y, \alpha_0, \theta_0))
\]

\[
= \text{E}_G [U_{\alpha_1}(y_1, \alpha_{0,1}) U_\theta(y, \alpha_0, \theta_0)^T]
\]

\[
= \int_{y_1} \cdots \int_{y_d} g U_{\alpha_1}(y_1, \alpha_{0,1}) U_\theta(y, \alpha_{0,1}, \theta_0)^T dy_1 \cdots dy_d
\]

\[
= \int_{y_1} U_{\alpha_1}(y_1, \alpha_{0,1}) \left( \int_{y_2} \cdots \int_{y_d} g U_\theta(y, \alpha_{0,1}, \theta_0)^T dy_2 \cdots dy_d \right) dy_1
\]

\[
= \int_{y_1} U_{\alpha_1}(y_1, \alpha_{0,1}) \left( \int_{y_2} \cdots \int_{y_d} g \left( \frac{\partial \log c (F_1(y_1, \alpha_{0,1}), \ldots, F_d(y_d, \alpha_{0,d}, \theta_0))}{\partial \theta_0} \right)^T dy_2 \cdots dy_d \right) dy_1
\]

\[
= \int_{y_1} U_{\alpha_1}(y_1, \alpha_{0,1}) \left( \int_{y_2} \cdots \int_{y_d} \frac{\partial \log f(y, \alpha_{0,1}, \theta_0)}{\partial \theta_0} \right)^T dy_2 \cdots dy_d dy_1
\]

\[
= \int_{y_1} U_{\alpha_1}(y_1, \alpha_{0,1}) \left( \int_{y_2} \cdots \int_{y_d} f \frac{\partial \log f(y, \alpha_{0,1}, \theta_0)}{\partial \theta_0} \right)^T dy_2 \cdots dy_d dy_1.
\]
By using that $\partial \log f / \partial \theta_0 = (1/f) \partial f / \partial \theta_0$, this becomes

\[ = \int_{y_1} U_{\alpha_1}(y_1, \alpha_{0,1}) \left( \int_{y_2} \cdots \int_{y_d} \left( \frac{\partial f(y, \alpha_{0,1}, \theta_0)}{\partial \theta_0} \right)^T dy_2 \cdots dy_d \right) dy_1 \]

\[ = \int_{y_1} U_{\alpha_1}(y_1, \alpha_{0,1}) \left( \frac{\partial}{\partial \theta_0} \int_{y_2} \cdots \int_{y_d} f dy_2 \cdots dy_d \right)^T dy_1 \]

\[ = \int_{y_1} U_{\alpha_1}(y_1, \alpha_{0,1}) \left( \frac{\partial}{\partial \theta_0} f_1 \right)^T dy_1 \]

\[ = \int_{y_1} U_{\alpha_1}(y_1, \alpha_{0,1}) \cdot 0 dy_1 \]

\[ = 0. \]

Similarly, $K_{\alpha, \theta} = 0$ for all $j = 1, \ldots, d$. Thus, $K_{\alpha, \theta} = 0$.

\[ \square \]

A.5 Proof of Lemma 4

Proof. We assume again that margins and copula are correctly specified, i.e. $g = f(\cdot, \eta_0)$, or $g = g$, and have

\[ E_C[U_{\varphi}(y, \alpha_0, \theta_0)] = \int g \frac{\partial \log c}{\partial \theta_0} dy \]

\[ = \int f \frac{\partial \log c}{\partial \theta_0} dy \]

\[ = \int f \frac{1}{c} \frac{\partial c}{\partial \theta_0} dy \]

\[ = \int \left( \prod_{j=1}^d f_j \right) \frac{\partial c}{\partial \theta_0} dy \]

\[ = \int \frac{\partial c}{\partial \theta_0} \prod_{j=1}^d f_j dy \]

\[ = \int \frac{\partial f}{\partial \theta_0} dy \]

\[ = \frac{\partial}{\partial \theta_0} \int f dy, \]
which is zero. Also,

\[ 0 = \frac{\partial}{\partial \alpha_0} \left[ E_G \left[ U_\theta(y, \alpha_0, \theta_0) \right] \right] \]

\[ = \frac{\partial}{\partial \alpha_0} \int f \frac{\partial \log c}{\partial \theta_0^T} \, dy \]

\[ = \int f \frac{\partial^2 \log c}{\partial \alpha_0 \partial \theta_0^T} + \frac{\partial f}{\partial \alpha_0} \frac{\partial \log c}{\partial \theta_0^T} \, dy \]

\[ = \int f \frac{\partial^2 \log c}{\partial \alpha_0 \partial \theta_0^T} + f \frac{\partial \log f}{\partial \alpha_0} \frac{\partial \log c}{\partial \theta_0^T} \, dy \]

\[ = \int f \frac{\partial^2 \log c}{\partial \alpha_0 \partial \theta_0^T} + f \left( \frac{\partial}{\partial \alpha_0} \frac{\sum_{j=1}^d \log f_j}{\partial \alpha_0} + \frac{\partial \log c}{\partial \alpha_0} \right) \frac{\partial \log c}{\partial \theta_0^T} \, dy \]

\[ = -E_G \left[ \frac{\partial^2 \log c}{\partial \alpha_0 \partial \theta_0^T} \right] + E_G \left[ \frac{\partial}{\partial \alpha_0} \frac{\sum_{j=1}^d \log f_j}{\partial \alpha_0} \frac{\partial \log c}{\partial \theta_0^T} \right] + E_G \left[ \frac{\partial \log c}{\partial \alpha_0} \frac{\partial \log c}{\partial \theta_0^T} \right] \]

\[ = -E_G \left[ -H_\phi(y, \alpha_0, \theta_0) \right] + E_G \left[ U_\phi(y, \alpha_0) U_\theta(y, \alpha_0, \theta_0) \right] + E_G \left[ U_\phi^*(y, \alpha_0) U_\theta^*(y, \alpha_0, \theta_0) \right] \]

\[ = -\mathcal{I}_{\alpha, \theta} + K_{\alpha, \theta} + K_{\alpha, \theta}^* \]

So, \( \mathcal{I}_{\alpha, \theta}^* = K_{\alpha, \theta}^* \).

\section*{A.6 Proof of Lemma 5}

\textit{Proof.} We assume that margins and copula are correctly specified, i.e. \( g = f(\cdot, \eta_0) \). Then

\[ 0 = \frac{\partial}{\partial \theta_0} \left[ E_G \left[ U_\theta(y, \alpha_0, \theta_0) \right] \right] \]

\[ = \frac{\partial}{\partial \theta_0} \int f \frac{\partial \log c}{\partial \theta_0^T} \, dy \]

\[ = \int f \left( \frac{\partial^2 \log c}{\partial \theta_0 \partial \theta_0^T} + \frac{\partial f}{\partial \theta_0} \frac{\partial \log c}{\partial \theta_0^T} \right) \, dy \]

\[ = \int f \left( \frac{\partial^2 \log c}{\partial \theta_0 \partial \theta_0^T} + f \frac{\partial \log f}{\partial \theta_0} \frac{\partial \log c}{\partial \theta_0^T} \right) \, dy \]

\[ = \int f \left( \frac{\partial^2 \log c}{\partial \theta_0 \partial \theta_0^T} + f \frac{\partial \log c}{\partial \theta_0} \frac{\partial \log c}{\partial \theta_0^T} \right) \, dy \]

\[ = -E_G \left[ \frac{\partial^2 \log c}{\partial \theta_0 \partial \theta_0^T} \right] + E_G \left[ \frac{\partial \log c}{\partial \theta_0} \frac{\partial \log c}{\partial \theta_0^T} \right] \]

\[ = -E_G \left[ -H_\theta(y, \alpha_0, \theta_0) \right] + E_G \left[ U_\theta(y, \alpha_0, \theta_0) \right] \]

\[ = -\mathcal{I}_\theta + K_\theta. \]

So, \( \mathcal{I}_\theta = K_\theta. \)