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Why am I invited ?

NLH employment :

Uni Tromsø                                    Academia                ‘Verna arbeidsplass’            Support personell

Norwegian Computing Center   Applied research      Research Consulting                     Bosses

Uni Oslo                                          Academia                 ‘Verna arbeidsplass’           Support personell



My experiences as NLH-Boss !

Timeliste:



PROJECT WORK



PROJECT WORK



PROJECT WORK



PROJECT WORK



NLH is a Champion in a Noble Art !!!



NLH is a Champion in a Noble Art !!!

The Noble Art of making Simple Things 
– very, very Complicated !!!

Quizzz !!



Which Problem is NLH solving here ???



Which Problem is NLH solving here ???



Which Problem is NLH solving here ???



Which Problem is NLH solving here ???



Which Problem is NLH solving here ???



Which Problem is NLH solving here ???



NLH was a BIG success at NR because:

• He is a very likeable person –  friendly to us all

• He is interested in everything – absolutely everything

• His reports worked – and better than everything else.





Grid-free Spatial Modelling

by

Henning Omre
Mina Spremic

Department of Mathematical Sciences,
NTNU, Trondheim, Norway

                                                                                                           A Mickey Mouse Study !!!
                                                                                                                 



Stationary Gaussian RF model:

Grid-representations:

Predictors:                                                 
                                                                                              
Kriging predictor:

                                                                                              - GRID

Gaussian Markov predictor:

                                                                                               - GRID

Basis-function predictor:

                                                                                               - GRID
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2D area: [ 1, 100 ]^2

Observations:   m = 10

Grid:  n = 100^2 = 10^4
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Journel and Huijbregts (1978);  Rue and Held (2005);  Cressie and Johannesson (2008)



Stationary Gaussian RF model:  

                                          Kriging predictor:                                                                                                               Grid-repr

Predictor: 
                                                                                                                             infill     asymp

                                          Kernel predictor:                                                                                                              Functional repr 
   

Parameters:

Prediction variance: Ok !!
                                                                                                  Dual Kriging predictor !   Matheron (1971)
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The Kernel Predictor



Example: 

Normalized Gaussian RF model:

Kernel spatial predictor:

Observations:                          Kernel functions:  
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( )   ; 10,10r x x − Example:                                                          0             1               2

Kernel predictor:

            [0.71, -0.47, 1.9]

                                                                         10             1              2

 
            [-5.48, 57.02, 2.62]                                                                                   
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Grid-representations:

Predictor                                     Comp.eff.                     2D-Comp                 3D-Comp             
                                                                                               Sparse                     Sparse
Kriging predictor:

Gaussian Markov predictor:

Basis-function predictor:

Kernel predictor:

1 3 3/2 2ˆ
rd dr d m m m−=  

1 3 3/2 2ˆ T

r o dr H d n n n−=  
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Loc-Kriging predictor:

Loc-Kernel predictor:

1 3 3/2 2ˆ
rd dr d m m m−=  

( ) 3: ;r r x x L D  
3D volume: [ 1, 1000 ]^3

Observations:   m = 1000

Grid:  n = 1000^3 = 10^9

Rel. eff. =  10^6  –  and func repr
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Example:

Stationary Gaussian RF model – finite range: 

                                                                                 Observations:  m = 1330 
Localized kernel predictor:

                                                                                                                 Correlation function:

( ) 2;r x x D 

( )2

r r r x x   −

( ) ( )
1330

1

1

ˆ ;d

r i r i

i

d

d

r x w x x x D

w d

   

=

− 


 
= + −  

 

 =  



Gneiting (2002);  Omre and Spremic (2023)
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Example:                                   Prediction:

Localized Kernel predictor:

                                                                                                                             Cross-plot in obs loc:

Display grid:       [1101, 1101]

n = 1 212 201
                                                     Variance:

Rel. eff. = 911

Loc Kernel pred: 1 min

Loc Kriging pred: 15 hours

NOTE: Better in 3D and [3+1]D !!!



FINAL   QUESTION :

Why have I not seen this before ????

                                                                                                                   

                                                                                                                      Omre and Spremic (2023); arXiv
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